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Functionally Accurate, Cooperative
Distributed Systems

. VICTOR R. LESSER anp DANIEL D. CORKILL

Abstract=— A new spproack for structuring distributed processing sys-
tems, called functionally accurate, cooperative (FA/C), is proposed. The
spproach differs from coaventionsl ones in its emphasis on bandling
distribution-caused uncertainty and errors as an integral part of the pet-
work problemesolving process. In this approach nodes cooperstively prob-
lenrsolve by exchanging partial (entative results (at vasious levels ol
abstraction) within the coatext of common goals. The approach is espe-
cially suited to spplications In which the data necessary to achieve a
solution caanot be partitioned in such a way that a node can complete a
task without secing the intermediste state of task processing at other
podes. Much of the Inspiration for the FA/C approach comes {rom the
mechanisms used in knowlcdge-based artificial intelligence (Al) systems
for resolving uncertainty caused by noisy input data and the use of
spproximate knowlcdpe. The appropristencss of the FA/C approach is
explored in three application domains: distributed interpretation, distrib-
uted network tralfic-light control, and discibuted planning. Additionally,
the relationship between the spproach and the structure of management
organizations is developed. Finally, a number of curvent research directions
necessary to more fully develop the FA/C spproach are-outlined. These
resesrch directioas include distributed search, the integration of implicit
MW!«&MM&WMMW
sell-design.

N
I. INTRODUCTION

ECENT developments in microprocessor technology

(55] and network technology [8], [33] have lowered

the cost of processors and communication 10 a level where

distributed processing is now practical. The potential ad-

vantages of a distributed processing approach over a
_ceatralized approach include [37):

| e increased reliability and flexibility— achieved through
redundancy in communication paths and processing
nodes and through the modularity of design (which

i permits incremental addition of ncw processing nodes

'j and communication paths);

1 @ enhanced real-time response—achieved through paral-
lelism and through the placement of processing nodes
near sensing devices and devices to be controlled;

o lower communication costs— achicved by abstracting

' (preprocessing) data for transmission (lowering com-

’ munication bandwidth requirements) and by placing
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processing nodes near the data (reducing the distance
over which the data must be transmitted);

e lower processing costs—achieved through the use of
cheaper less complex processors which can be mass
produced and through load-sharing (allowing rela-
tively' idle processing nodes to handle some of the
work of a busy processing node);

e reduced software complexity— achieved by decom-
posing the problem-solving task into subtasks, each
more specialized than the overall task; the result of
this decomposition is reduced software complexity at
each processing node (which performs a small number
of subtasks) as compared to software performmg the
complete task.

These potential advantages have yet to be exploited in a

wide range of application areas. Only in the areas of .

process control [13), [30), [54] and distributed data bases
[l]. [45) have some of the proxmsw of distributed process-
ing been realized. Applications in these arcas are char-
acterized by task decompositions in which the data can be
partitioned in such a way that each subtask can usually be
performed completely by a single node—without the need
for the node to see the intermediate states of processing at
other nodes.

A number of additional applications which appcar natu-
rally suited to distributed implementation (such as sensor
networks, automotive and air traffic control, power net-
work grids, and tasks involving mobile robots) do not have
the task decomposition characteristics of conventional dis-
tributed processing applications and therefore appear ill-
suited to conventional approaches. In these applications
the data necessary to achieve a solution cannot be parti-
tioned in such a way that a node can complete a subtask
without seeing the intermediate state of processing at other
nodes.

An example of this type of application is distributed
vehicle monitorinz. Vehicle monitoring is the task of gener-
ating a dynamic area-wide map of vehicles moving through
the monitored area. In one distributed version of this task
(23], [34), [40), [58) processing nodes, with their associated
acoustic sensors (of limited range and accuracy), are geo-
graphically distributed over the area to be monitored. Each
processing node can communicate with other nearby nodes
over a packet radio communication network [31]. Because
acoustic sensors characteristically produce a significant
amount of error, the purely localized processing of sensory

0018-9472/81,/0100-0081500.75 ©1981 1EEE



& IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS, VOL. SMC-11, NO. |, JANUARY 193

data would resuit in the “identification” of nonexistent

vehicles, the missed detection of actual vehicles, and the -

incorrect location and ideatification of actual vehicles. In
this application the amount of communication required to
redistribute that raw sensory data necessary for correct
localized processing would be significant. '

An alternative approach for resolving these errors is for
processing nodes to interact in a highly cooperative way,
exchanging teatative partial results with one anothér. For
example, each node's teatative vehicle identifications can
be used to indicate to other nodes the areas in which
vehicles are more likely to be found and the details (vehicle
type, rough location, speed, etc.) of probable vehicles. In
addition, consistencies between these tentative identifica-
tions serve to reinforce confidence in each node’s identifi-
cations. Such cooperation is not only appropriate for vehicle
identification, but it is also potentially useful in other
stages of processing (identification of raw signals, groups
of harmonically related signals, patterns of vehicles, etc.).

In order to perform this cooperative style of distributed

processing, and thereby extend the range of applications to -

which distributed processing can be applied effectively, we
have developed a new approach to distributed system
design. We call this new approach functionally accurate,
cooperative (FA/C). In the following section the FA/C
approach is contrasted with conventional approaches to
distributed system design. Section IIl discusses mecha-
“nisms used in knowledge-based artificial intelligence (Al
systems to resolve uncertainty and their appropriateness to
the development of FA /C distributed systems, Section 1V
describes three preliminary investigations into the applica-
tion of these knowledge-based Al techniques to FA/C
distributed systems. Section V discusses a similar style of
problem-solving exhibited by management organizations
and illustrates how concepts from organizational theory

may be used to analyze the effectiveness of FA /C distrib-

uted systems. Section VI describes current research direc-
tions toward an improved understanding of FA /C distrib-
uted systems.

 II. FUNCTIONALLY ACCURATE, COOPERATIVE

DISTRIBUTED SYSTEMS

Conventional approaches to distributed system design
can be characterized by their emphasis on the maintenance
of correctness in all aspects of the distributed computation.
The distributed processing system is organized so that a
processing node’s local data base contains appropriate
portions of the overall problem-solving data base needed
by the node’s algorithms (5], [45). This type of approach
suggests that a distributed system be viewed as a ceatral-
ized system distributed over a network, with each piece
(node) in the decomposition viewed as a part of the whole
system. ‘ '

In these conventional distributed systems a node rarely
.needs the assistance of another node in carrying out its
problem-solving function. We call this type of distributed
processing decomposition completely accurate, nearly auton-

omous (CA/NA), because each node's algorithms operay,
on complete and correct information (“completely accu.
rate”) and because each node usually has in its local dat
base the information it requires to complete its processing
correctly (“nearly autonomous”™). When such information
is not locally available, a node requests anotlier node to
determine the required information, which is returned as a
complete and correct result. In CA/NA distributed sys-
tems this form of node interaction is often implemented
using asynchronous subroutine calls, in which one node is
the master and the other is the slave.

The CA/NA approach, however, is not suitable for
applications (such as the distributed vehicle monitoring
example) in which algorithms and control structures can-
not be replicated or partitioned effectively so as to match
the natural distribution of data in the network. In this
situation 2 CA/NA system is expensive (o implement
because of the high communication and synchronization
costs required to guarantee completeness and consistency
of the local data bases. We feel that the almost exclusive
use of the CA/NA approach has restricted the types of
applications which have been implemented in a distributed
manner.!

There is an alternative and new approach to structuring

" distributed problem-solving systems which may be ap-.

propriate for applications in which the CA/NA approuach
is not suitable. In this new approach the distributed system
is structured so that each node can perform useful process-
ing using incomplete input data while simultancously ex-
changing the intermediate results of its processing with
other nodes to construct cooperatively a complete solution.
The hope'is that the amount of communication required 10
exchange these results is much less than the communica-
tion of raw data and processing results which would be
required using the CA/NA approach.

One way to permit a node to perform useful processing
on incomplete data is to loosen the requirement that it
always produce a complete and correct result. Instead, a
node produces tentative results which may be incomplete,
incorrect, or inconsistent with the tentative results pro-
duced by other nodes. For example, a node may produce a
set of alternative partial results based on reasonable expec-
tations of what the missing data might be. This type of
node prdcessing requires a distributed problem-solving
structure which produces acceptable answers in the face of
incorrect and inconsistent intermediate results. We call a
system with this problem-solving structure Sunctionally uc-
curate (FA) because it exhibits acceptable system
input/output behavior but is distinct from completely accu-
rate problem-solving structures, in which all intermediate
results shared among subtasks are required to be correct
and consistent.

In an FA problem-solving structure a node not only has
to perform useful processing with incomplete input data,
but also with the pc* “bly incomplete, incorrect, and incon-

'When viewed from the perspective of the routing task alone, some
algomh_m.s used to determine message paths in a communication network
work with incomplete and inconsistent views of the network {22}, (6]
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sistent tentative results received from -other nodes. This
leads to a style of problem-solving in which nodes cooper-
ate to eliminate errorful intermediate results and to con-
verge to a complete and consistent solution. One way this
can be accomplished is through an iterative coroutine type
of node interaction, in which nodes’ tentative partial re-
sults are iteratively revised and extended through interac-
tion with other nodes. This type of node interaction sug-
gests that such a distributed system be viewed as a coopera-
tive network of interrelated tasks [37]. Therefore, we call
such FA systems functionally accurate and cooperative
(FA/Q).
The FA/C style of processing can be characterized as
problem-solving in the presence of uncertainty. A node may
* be uncertain as to what input data it is missing, the missing
values of the data, and the correctness, completeness, and
consistency of the results of its processing and of the
processing results received from other nodes. In order to
resolve these data uncertainties a node must be able to

1) detect inconsistencies between its tentative partial
results and those received from other nodes;

2) integrate into its local data base those portions of
other nodes’ results which are consistent with its
results;

3) usc.the newly integrated results to make up for its
missing input data so that its tentative partial results
can be revised and extended.

Because consistency checking is such an important part
of the FA/C approach, it is natural to think of dealing
with distribution-caused uncertainty and errors as an in-
tegral part of the network problem-solving process. In fact,

additional mechanisms required to handle hardware, com-

'. i munication, and processing errors may be unnccessary

with the FA/C approach, since uncertainty resolving

" | mechanisms are already a part of the distributed system’s
.| problem-solving structure {4}, (17}, (38).

In FA/C distributed systems it may be difficult to
| determine which alternative tasks are globally the most

| beneficial to perform without extensive internode com-
_  munication. This control uncertainty is due to differences

. between the natural distribution of control information

| among the nodes in the network and the distribution of

- where the control decisions are made. The existence of data
 uncertainty (discussed above) and uncertainty as to whether

| information transmitted by a node is correctly received?
| further exacerbates this difficulty.

One way to allow the distributed system to make control
decisions without complete control information is to have
i node activity be self-directed. Each node uses its local

+ * estimate of the state of network problem-solving to control

.
.

<

\ i}s processing (i.c., what new information to generate) and
i S transmissions to other nodes [38]. The degree of- self-

. .
.
i
i

*In some distributed communication networks the usable capacity of
- the communications channel is significandy degraded if the correct recep-
. ion of all messages needs to be verified. Therefore, systems that can
+ [unction effectively without the acknowledgment of messages may be
| 2dvantagecus. :

&

directed activity in an FA/C system is potentially quite
large because a node is able to choose a processing direc-
tion for which all the necessary data may not be available
or consistent with other nodes. For instance, if a node does
not receive an appropriate partial result in a given amount
of time, it has the option to continue processing, utilizing
whatever data are available at that time, or to choose some
other processing direction which appears to be more be-
neficial. This flexibility in node processing allows node
interactions to be asynchronous and permits significant
decoupling of node activity. o

The self-directed control decisions made by each node

. may lead to unnecessary, redundant, or incorrect process-

ing. The hope is that the system still produces acceptable
answers (within allowable time constraints) and that the
amount of additional communication resulting from incor-
rect local control decisions is less than the additional
communication required to provide complete control infor-
mation. This hope is not unreasonable, given that the
additional data uncertainty caused by incorrect local con-
trol decisions may be resolvable by the same mechanisms
used (o resolve data uncertainties caused by incomplete
local data bases. Self-directed control has the added benefit
of increased system robustness in the face of communica-
tion and node failure and increased system responsiveness
10 unexpected events. Based on this form of node activity it
is more appropriate to view an FA /C distributed system as
being synthesized from individual local systems operating
at each node as opposed to the decomposition viewpoint
described above that is normally taken of a CA/NA
system. :

By focusing only on CA/NA and FA/C distributed
systems we do not want to suggest that completely accu-
rate, cooperative (CA /C) and functionally accurate, nearly
autonomous (FA /NA) systems do not exist. In fact, most
systems should be characterized somewhere between these
four extremes. Where there exists uncertainty as to the data
in the system, the use of a functionally accurate (FA) over
a completely accurate (CA) approach seems appropriate
(due to the FA approach’s tolerance of data uncertainty).
Likewise, where there exists uncertainty as to what nodes
should be doing and what information they should ex-
change, the use of a cooperative (C) over a nearly auton-
omous (NA) approach seems appropriate (due to the addi-
tional processing flexibility provided by the C approach).

We believe the reason most distributed systems appear
to be basically cither CA/NA or FA/C is that data
uncertainty and control uncertainty tend to go hand in
hand. The presence of data uncertainty makes it difficult to
determine the appropriate interaction patterns among
nodes, and the presence of control uncertainty leads to
increased incompleteness, inconsistency, and error in
processing results. When these uncertainties are present the
use of the FA /C approach is appropriate. Similarly, when
there is little uncertainty about the completeness and con-
sistency of data and task prix ~~ung, there also tends to be
little uncertainty as to the nceded interactions among nodes.
In this situation the more structured (and efficient) CA/NA
approach is appropriate.
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In the next section we show that the FA/C approach is
well-suited to problems which can be represented as a
search process requiring multiple (localized) partial deci-
sions to arrive at a solution. These decisions should not be
tightly ordered, but each decision should have some con-
sistency relationship with other decisions. The existence of
a number of alternative paths to an acceptable solution
and a problem representation involving multiple levels of
abstraction also facilitate the FA/C approach. Al re-
searchers have been investigating problems with similar
representation characteristics. Therefore it is not unrea-
sonable that methodologies developed for these Al prob-
lems may be helpful in the development of FA /C distrib-
uted techniques. We now introduce this relationship.

IIl. KNOWLEDGE-BASED Al AND FUNCTIONALLY
ACCURATE, COOPERATIVE DISTRIBUTED SYSTEMS

We feel that the key to the design of FA /C distributed
systems is to incorporate mechanisms which can deal with
uncertainty and error as an integral part of their problem-
solving approach. Knowledge-based interpretation systems
such as Hearsay-11 (15}, [16] and MSYS [3] are examples of

“systems that use algorithmic structures which can resolve
uncertainty and-error in this way. Problem-solving in these
systems involves the examination of many alternative par-
tial solutions in order to coastruct a complete and con-
sistent overall solution. This style of problem-solving is
required because of the uncertainty (incompleteness and
noisc) in input data and the usc of incomplecte, approxi-
mate, and inconsistent knowledge in these systems.

The exploration of alternative partial solutions takes the
form of a search process in which a solution is constructed
through the incremental piecing together of mutually con-
straining or reinforcing partial solutions.? These partial
solutions arise both from the application of diverse knowl-
edge to the same aspects of the problem and from the
application of the same knowledge to diverse aspects of the
problem. If sufficient constraints are available during this
search process, incorrect partial solutions will naturally die
out because it will not be possible to piece them together

.into more encompassing partial solutions. In this way,
uncertainty is resolved as an integral part of the problem-
solving process.

In many knowledge-based systems the number of possi-
ble partial solutions. is large. In general, the more uncer-
tainty that exists, the larger the number of alternatives that
must be explored. If there exists a large amount of uncer-
tainty in input data and knowledge, a significant amount
of search can be required. Therefore, it is important to
focus quickly on information which constrains the search
space. Hence problem-solving in these systems is often
asynchronous and opportunistic: there is no a priori order
for decisionmaking, and decisions, if they look promising,
are tentatively made with incomplete information and later
reevaluated in light of new information. This type of

3Similar uses of the aggregation of partial solutions arise in systcms
using the locus model (5!]. relaxation [S0), {63], and the cooperating
experts (2], !%7]. {36] paradigms.
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problem-solving, combined with diverse and overlapping

sources of knowledge, allows a solution to be derived in
many different ways (i.e., different ordering sequences of
incrementally constructed partial solutions and
different partial solutions).

Another focusing technique used in some knowledge-
based systems is to structure the search space into a loose

possibly

hierarchy of increasingly more abstract representations of °

the problem. Using this structure a high-level partial solu-
tion developed bottom-up in an opportunistic way “for one
aspect of the problem can be used to constrain, in 2
top-down manner, the search for solutions to other aspects
of the problem.

To illustrate these ideas, we briefly describe two knowl-

:
}
|

edge-based systems, Hearsay-11 [15] and MSYS [3]. that "
exhibit this type of problem-solving. While Hearsay-II and |,
MSYS were developed for speech understanding and vision

understanding, respectively, their basic structures have gen-

eral applicability and have been applied to such tasks a> |

multisensor interpretation [44], protein-crystallographic
analysis [14], and cryptography {46].

In the Hearsay-11 speech understanding system, the un- !

derstanding of spoken utterances is accomplished by com-

't
l

bining partial solutions derived from acoustic. phonetic, |

syllabic, lexical, syntactic, and semantic knowledge applied .
to different portions of the utterance, Euch area of kivowl-~

edge is encapsulated in an independent module (knowledge
source). The interaction of knowledge sources is bused on
an iterative data-directed form of the hypothesize-and-test
paradigm. In this paradigh an iteration involves the crea-
tion of a hypothesis, which is one possible interpretation of
some part of the data, followed by tests of the plausibility
of the hypothesis. During both hypothesis creation and
testing, knowledge sources use o priori knowledge about
the problem and previously gencrated hypotheses 1o form a
context for applying their knowledge. When knowledge
source creates a hypothesis from previously created hy-
potheses,
tial) interpretation, thereby reducing the uncertainty of the
overall interpretation. Processing terminates when a con-
sistent hypothesis is generated which satisfies the require-
ments of a complete solution.

In the MSYS vision understanding system, each knowl-
edge source processes a portion of the data in terms of its
own limited knowledge. Each krowiledge source allempts
to explain what object(s) could potentially occur in a
specific part of a segmented image.

The consensus is achicved by a network of processes

(representing independent knowledge sources) that comr

municate via shared global variables. Each process at-

iempts to cxplain a fragment of the data (a region or a few
regions in a segmented scene) in terms of its own limited
knowledge. The confidence of an explanation is communi-
cated to other processes attempting to explain overlap-
ping [ragments, and may cause them to reevaluate their
own hypotheses. The confidence adjustment cycle con-
tinues until equilibriun is achieved [3, p. 3}

When this equilibrium is achieved, a coherent set of local
views has been constructed. The MSYS problem-solving

i
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the knowledge source extends the existing (par- -
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«echnique is an exampie of a more general problem-solving
saradigm, called iterctive refinement, that is contained in
{ifferent forms in many types of problem-solving systems
4], (50, (63}, [64]. |

We feel that knowledge-based Al approaches to
problcm—solving provide a basis for the development of
design methodologies for FA /C distributed systems. The
mechanisms used in these problem-solving systems to re-
solve error from incorrect and incomplete data and knowl-
tdge can also be used to structure distributed algorithms so

that they work effectively with incomplete and inconsistent .

local data bases. We next examine these mechanisms and
their implications for FA/C distributed systems (mecha-
pism/implication). :
Asynchronous Nature of Information Gathering/Reduced
Need for Synchronization: Problem-solving is viewed as an
incremental, opportunistic, and asynchronous process. In
this style of problem-solving a node does not have an a
priori order for processing information and can exploit
mcomplete local information. Thus the processing order
ithin nodes and the transmission of information among
dodes do not need to be synchronized.
Use of Abstract Information/Reduced Internode Com-
hunication Bandwidth Requirements: The ability to use ab-
act information permits nodes to cooperate using mes-
ges which provide a high-level view of the system's
rocessing without the need for detailed low-level data.
is reduces the internode communication bandwidth

. Jeeded for effective cooperation.

Resolution of Uncertainty Through Incremental Aggrega-

_ fon/Automatic Error Resolution: Uncertainty is implicitly

tsolved when partial results are aggregated and compared
fith alternative partial solutions. This incremental method
if problem-solving allows a distributed system to detect
md reduce the impact of incorrect decisions caused by
ncomplete and inconsistent local data bases and by
lardware malfunction.
i Problem-Solving us a Search Process/Internode Paralle-
m: Because many alternative partial solutions nced to be
xamined, parallel search by different nodes is possible.

“Surthermore, the additional uncertainty caused by incom-

Mete and inconsistent local data bases can be traded-off
igainst more search. To the degree that this extra search
an be performed in parallel, without proportionally more
niernode interaction, the communication bandwidth can
‘e lowered without significant degradation in.network
)rocessing time.
i Multiple Paths to Solution/Self-Correcting Behavior: Be-
ause there are many paths to a solution, it is possible to
tave uncorrected errors that would be considered fatal in a
onventional distributed system. In addition, system relia-
nlu)f can be improved (at the cost of additional processing
ind internode communication) without modifying the basic
)roplem-solving structure. This variability, which is
ichieved through the appropriate selection and focusing of
ocal node activity, allows consideration of additional
ind/or redundant paths to a solution.

Knowledge-based systems use a number of additional
nechanisms (o implement uncertainty resolution. These

45

mechanisms are also important in an ‘FA/C distributcd
system and include the following.

1) An integrated representation of alternative partial
solutions and the coordination of partial solutions
among different problem representation levels permit
the quick isolation of contradictory information.

2) Data-directed control structures allow processing to
be sensitive to current relationships between alterna-
tive partial solutions and to new information.

3) Focus of attention strategies permits the dynamic
allocation of resources among competing tasks
through the evaluation of the importance of particu-
lar types of information to the problem-solving pro-
cess,

4) Generator control structures (which incrementally
generate credibility-ordered alternative hypotheses)
reduce the possibility of combinatorial explosion
during search. ‘

5) Modular control structures (in which knowledge is
structured into independent and anonymous process-
ing modules) allow the dynamic routing of informa-
tion to appropriate processing modules.

While Al paradigms provide techniques for resolving
uncertainty, they have not dealt with all of the types of
uncertainty that occur in a completely distributed system.
Centralized global knowledge or global control has been
used in these Al systems to coordinate various system
modaules. For example, the Hearsay-11 paradigm relicson a .
centralized global data base (called the “blackboard™) for
the integration of local views generated by independent
knowledge source modules, and for communication of
these views to other knowledge sources. Scheduling is also
centralized, based on the current hypotheses on the black-
board and a global agenda mecchanism. Iterative refine-
ment relies on ecither synchronization (lock-step iteration)
or an explicit ordering relationship between modules in
order to speed up or (in restricted cascs) guarantee conver-
gence. In addition, iterative refinement does not guarantee
a consistent global solution, only a set of consistent local
solutions.

It is important to reiterate, however, that even though
the current formulations of these Al paradigms are not
totally distributed, their ability to function with incomplete
and incorrect knowledge makes them adaptable to distrib-
uted situations in which only partial and potentially incon-
sistent views of nonlocal information are available. The
ease of this adaptability is shown in the next section in
which the Hearsay-11 architecture is applied to interpret-
ing, in a distributed manner, data originating from spa-
tially separated sensors, and the iterative refinement para-
digm is applied to distributed network traffic-light control.

Other researchers have dhvestigated different ideas for
structuring unconventional distributed processing appli-
cations. The contract-net model for distributed processing
(58], [59] provides mechanisms for decentralized task alloc-
ation in an uncertain environment. Even though this model’

takes a CA/NA view of the sharing of results among tasks.
we [eel that the contract mechanism they have developed
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may be useful in FA/C distributed systems to provide
explicit high-level decentralized coordination among the
self-directed nodes to ensure greater coherence in system-
wide activity.

We also agree with Sacerdoti’s suggestion [53] that natu-
ral language communication may provide a fruitful source
of ideas for distributed interaction protocols which mini-
mize communication. We are especially interested in the
work on a goal-oriented model of human dialogue that is
based on the concepts of dialogue games {43] and speech
acts [9), and on model-based understanding (plan recogni-
tion) which is becoming an important part of natural
language comprehension systems {7], [24], [28).

There is also an emerging body of literature on de-
centralized control theory [35], [62] that may eventually be
relevant to the development of complex FA/C dnstnbuted

distributed coatrol algorithms that have a CA/NA char-
acter. This emphasis has resulted in distributed control
algorithms that generally require some form of high-level
control to sequentialize and order the aggregation of node
results. Additionally, these@algorithms arc restricted to
decompositions in which the results of a node’s decisions
. affect the decisions of ather nodes in the network in only
highly constrained ways. Due to these characteristics, these
algorithms nced further development to apply to FA/C
distributed systems.

Based on the initial inspiration of knowledge—based Al
systems, we have developed a number of prototype FA /C
systems. In the next scction we discuss the design of these

systems, the lessons we have learned about some of the key .

design issues in building FA /C systems, and the relevance
of knowledge-based Al systems to these issues.

1V. EXPERIMENTS IN FUNCTIONALLY ACCURATE, -
COOPERATIVE DISTRIBUTED PROCESSING

There have been two major thrusts to our research: to
empirically evaluate the basic viability of the FA /C model
of a distributed problem-solving system and to understand
the strengths and weaknesses of knowledge-based Al
mechanisms as a basis for FA/C distributed systems. We
have pursued these objectives by modifying a number of
the uncertainty resolving tech.mqucs developed for knowl-
edge-based Al systems for use in FA /C distributed prob-
lem-solving systems:

1) incremental hypothesize-and-test in the style of
Hearsay-I1 for use in distributed interpretation sys-
tems;

2) iterative refinement (successive approximation, re-
laxation) for use in distributed network traffic-light
control;

3) partially ordered hierarchial planning for use¢ in dis-
tributed planning systems.

We have been evaluating the effectiveness of the resulting
FA/C system in each of these tasks.

A. An Experiment in Distributed Interpretation

The Hearsay-II architecture appears 1o be a good model
for an' FA/C system because it incorporates mechanisms
for dealing with uncertainty and error as an integral part o!
the problem-solving approach. Further, the processing can
be partitioned or replicated naturally among network nodes
because it is already decomposed into independent and

- self-directed modules called knowledge sources (KS's) whica
“interact- anonymously and are limited in the scope of the

data they need and produce. It was also our hypothesis
that the control and data structures of Hearsay-II could be
distributed effectively because there were already existing
mechanisms within its problem-solving structure for resolv-

ing uncertainty caused by incomplete or incorrect input -

data‘ and: KS processing. .

SCUS -+ In:order 10" test out thcsc hypolheses we have been
systems. However, current work has mainly f d on' 'cxplonng the Hearsay—ll architecture in distributed inter-

pretation applications similar to the vehicle monitoring
example (discussed in Section I). In these applications eaca
processing node can be mobile, has a set of (possibly

nonuniform) sensing devices, and interacts with ncarby -

processors through a packet-radio communication network.
Nodes communicate among themselves to generate a con-
sistent interpretation of “what is happening” in the sensed
environment.

Our approach o developing a distributed interpretation
architecture based or the Hearsay-II model was to organize
the network into nodes operating on partial and possibly
inconsistent views of the current interpretation and system
state. This has led to a distributed interpretation architec-
ture structured as a network of Hearsay-II systems, in
which each node in the network is an architecturally com-
plete Hearsay-11 system. *“Architecturally coniplete” means
that each node could function as a complete Hearsay-11
system if it werc given all of the sensory data and the
required KS's. However, due to the distribution of sensory

data and limited internode communication, each node has

a limited view of the complete problem-solving data base
and, in effect, a limited set of KS's. Within this busic
framework we have introduced the following additicna:
mechanisms to support effective internode cooperation in
dynamic environment without high communication band-
width.

1) To limit internode communication, an incrementz.
transmission mechanism (with processing at each siep.
has been developed in which only a limited subset ©
a node’s information is transmitted 10 only a limited
subset of nodes. A node acts as a generator which
transmits only a few of the most credible pieces o
information and which can subsequently respond 10 »
lack of problem-solving progress by producing altc:
native information.

2) To increase network reliability, a knowledge-based
mechanism called murmuring has been proposed. Hers
a node retransmits high-impact information if, durinz
a specified time interval, it neither receives nor gener-
ates high-impact information. Murmuring can be uscee

T
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to correct for lost communications due to intermittent
channel or node [ailures and to bring new or moving
nodes up to date.

3) To guarantee an appropriate communication connec-
tivity among nodes, a decentralized mechanism for
constructing a communication network has been de-
veloped. Using this mechanism, which relies on de-
scriptions of the input/output (1/0) characteristics
of each node, nodes act as store-and-forward message
processors to provide additional connectivity. A simi-
lar mechanism can be used for the dynamic allocation
of processing tasks among nodes. ’

4) To provide more sensilive implicit internode control
while still retaining decentralization, each node may
.explicitly transmit its local control information
(meta-information). Nodes can thus more directly
determine the state of processing in other nodes.

T 0 Lo TRY B B
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Experiments were performed to determine how the prob-
lem-solving behavior of such a network of Hearsay-1I
systems compares to a centralized system. The aspects of
" behavior studied include the accuracy of the interpretation,
| time required, amount of internode communication, and
robustness in the face of communication errors. These
cxperiments were simulations only in part, since they used
an actual interpretation system analyzing real data; i.c., the
Hearsay-1I speech understanding system [15). '

Our goal was not to prove that one should design a
distributed speech understanding system, but rather o
point out some of the issucs involved in designing a
distributed interpretation system dealing with incomplete
and inconsistent local data. We used the Hearsay-1I speech
understanding system because it has a structure that we felt
was appropriate, and because it is a large knowledge-based
interpretation system to which we had access.
oy In these experiments we modeled a spatial distribution
1s | of sensory data by having each node of the distributed
se | speech understanding network sample one part (time-
ic ' -contiguous secgment) of the speech signal. The nodcs in the
al. network exchanged only high-level intermediate results.
a  These results consisted of hypotheses (and their associated
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d- . belief values) about which phrases might have occurred in
i the utterance under interpretation. The control decisions
about which KS to execute and what hypotheses to trans-

al  mit 10 other nodes were made locally by each node. These
?)  local control decisions were based only on the node’s local

of . processing history and the intermediate results received
:d  from other nodes.
ch These network simulation experiments have shown that

of  the Hearsay-lI speech understanding system, with only
>a  minor changes involving the addition of some of the mechs
er-  anisms described above, performs well as a cooperative

i distributed network even though cach node has a limited
@

view of the input data and exchangés only high-level
partial results with other nodes. In an experiment with a
three-node system, effective cooperation was achieved
among the nodes with only 44 percent of the locally
generated high-level hypotheses transmitted. This repre-
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sents 77 percent of the number of high-level hypotheses
created in the centralized runs. No low-level hypotheses
nor raw speech data were exchanged. The three-node ex-
periments showed an overall speedup of 60 percent over
the centralized version.

In order to assess the robustness of the network system
with respect to communication errors, experiments were
run in which messages received by a node were randomly
discarded with a specified probability. This served to model
communication systems with good error detection but poor
correction capabilities (such as a packet radio). Selection at
the receiving end allowed for cases in which a broadcast
message is received successfully by some nodes but not
others.

In these experiments system performance degraded
gracefully with as much as 50 percent of the messages lost.
The system in many of these cases corrected for lost
messages by either deriving the missing -information in an
alternative way or by constructing the solution in a differ-
ent fashion. In summary, the system’s performance with a
faulty communication channel lends credence to our belief
that by making uncertainty-resolving mechanisms an in-
tegral part of network problem-solving, the distributed
system may be able to deal automatically with types of
errors that were not anticipated during the initial design of -
the system. It also indicates that a trade-off can be eswab-
lished between the amount of processing and the reliability
of communication.

These experimental results support our general model of
FA/C distributed system design. ‘They also indicate that
the Hearsay-11 architecture is a good one to use as a basis
for this approach. A complete discussion of this work is
contained in [38]. .

B. Distributed Network Traffic-Light Control

A second study concentrated on investigating the suita-
bility of iterative refinement (IR) as the basis for an FA/C
distributed approach to automotive traffic-light control. In
our version of this task a processor, located at each inter-
section, decides the setting for the traffic lights at its
intersection. In order to make these decisions, each
processor uses data from sensors that measure the traffic
flow entering the intersection. Processors can also directly
communicate with processors at neighboring intersections.

A number of test programs were developed which simu-
late distributed iterative refinement algorithms for traffic .
control in which the knowledge applied at each node
(intersection) is similar to that used in a standard central-
ized traffic control system called SIGOP-11 [41]. This traffic
control algorithm was chosen because it employs a serial
version of the method of successive approximations and
permits an easy spatial decomposition for parallel process-
ing. Two classes of IR algorithms were studied: single-label

IR (successive approximation) and multilabel IR (relaxa-
tion). In single-label IR each node considers only one
possible setting (label) for its traffic lights during each
decision iteration. This is in contrast to the multilabel IR,
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where all possible traffic-light settings (labels) are consid-
ered simultaneously during each iteration. Parallel succes-
sive approximation has beea explored in previous work on
asynchronous iterative methods (4], but not in applications
involving nonlinear, discontinuous, and nonconvex cost
functions, Parallel relaxation has been explored in previous
work in image processing [25], [64], but not in distributed
domains which have complex compatibility relationships
between nodes and significant interactions between widely
separated nodes in the network. Distributed network
traffic-light control has all of these characteristics.
Experiments with these simulations on arterial traffic
networks show that good, but not optimal, solutions can be
generated [6). The major difficulties with the single-label
IR approach have been the need for significant synchroni-

zation, environmental updating,* coordination techniques:
to prevent oscillation of the algorithms, and the mabxluy to

guarantee convergence to reasonable solutions. The major
difficulties with the multilabel IR approach have been the
large number of labels (i.c., the size of the search space)
needed for the technique, and the inability of nonlocal
evidence to raise the rating of a key alternative due to
premature reduction of the alternative’s raung on the. basis
of nearby evidence.

In general we have found it difficult to reproduce the
performance of the sequential SIGOP-11 version without
significant internode communication and synchronization.
These problems are directly attributable to changes in the
centralized SIGOP-II control structure caused by the intro-
duction of a distributed control structure. In the central-
ized version a global node ordering for the refinements is
. precomputed using 2 maximal spanning tree based on-the
traffic volume at each node. We have found through
aumerous experiments that this ordering is esseatial in
reducing the effects of nonneighboring interactions among
nodes. A more detailed discussion of this research is con-
tained in [6].

It appears that the power of the IR approach is limited
because a node utilizes no global state information other
than the traffic flow structures indicated by the node’s
immediate ncighbors’ traffic-light settings. Thus the amount
and type of information used by a node to make decisions
is severely limited. A single-label IR algorithm, for exam-
ple, repeatedly makes a single decision using only informa-
tion available locally or from its immediate neighbors. It
does not consider alternatives or utilize a history of previ-
ous decisions. Although the multilabel IR algorithms do
consider alternatives, they still do not utilize a history of
previous decisions.

“Nonneighboring interactions among traffic-light settings are trans-
mitted through an enviromment, the traffic flow structure, which is repre-
scnted by auxiliary state variables in a {ormal description of the problem.
This modeling permits a natural spatial decomposition of the problem
involving direct interactions between ncighboring signal controllers only.
Uanfortunately, eavironmental updating is often aecessary because a change
in control at one node oftea has nonlocal environmental effects which
must be computed before scarches by other nodes can be accurately
performed,

ta

Current research is aimed at introducing, in a distributed
way, additional coordination between nodes to eliminate
these problems. We are examining such techniques as
multilevel relaxation [63) and distributed versions of the
maximal spanning tree heuristics. In addition, we are look-
ing into game theory [20], [47), [48] for new ideas. It is
possible to view the distributed processors (signal con-
trollers) solving the network traffic-light control problem
as players of a game. The traffic-light control problem, in
game theoretic terms, is an s-person nonzero-sum game.

Already we have found that a game theory perspective of V

the problem leads to the use of similar coordination tech-
niques that were utilized in our previous experiments with
parallel single-label IR to control oscillation.

It is. hoped that additional local processing might in
,some way substitute for explicit coordination betwesn
-nodes. For example, in SIGOP-II the local solution at a

node is a single label representing the hypothesized traffic-
light setting for the node’s intersection. Maintaining a
history of the hypothesized labels at nodes may make it
possible to climinate some of the explicit nonlocal coordi-
nation. Similarly, introducing labels which represent not
only a node’s intersection setting, but also the settings of
ncighboring intersections (nonlocal partial solution), may
also climinate some explicit nonlocal coordination.

C. Distributed Planning

Experience with the two distributed interpretation appli-
cations has led us to understand that a distributed focus of
attention is a crucial aspect of all FA/C distributed sys-

-tems. Distributed focus of attention involves the dynamic

allocation of processing power, memory, data, and com-
munication resources within the distributed® syystem. Focus
of attention is a type of planning which is directed at a
system's immediate internal processing. Thus we are in-
vestigating issues in a distributed focus of attention by
working on the larger issue of distributed planning.

An initial investigation of distributed planning was made
using Sacerdoli's NOAH planning system [52). NOAH was
selected as a suitable candidate for distribution for severai
reasons.

1) In NOAH, the determination of planned actions (p..n
development) is scparate from the detection and elimina-
tion of interactions between the planned actions (plan
criticism). This separation allows plan development 1o be
performed locally, prior to the necessarily nonlocal analysis
of interactions between actions planned by separate nodes.

2) Plans in NOAH are both partially ordered and
hierarchical. The partial ordering of actions in NOAH
eliminates the need to make action sequencing decisions
until there exists a reason to make the decision. NOAH's
hierarchical planning process, in which a high-level plan is
developed beforc proceeding to increasing levels of detail,
can help to generate a plan with less search than would be
required if all details were considered from the outset.
These techniques for reducing the combinatorial growth of
planning also potentially | :r the amount of interplanner
communication required 1n a distributed setting.
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3) Because the actions planned by NOAH remain par-

. tially ordered until increased sequencing is required, the

plans are well-suited for parallel distributed execution
without the need for additional processing to detect poten-
tial parallelism. -

To complete the distribution of NOAH, its world model
(the planner’s simulation of the effects of planned actions
on the environment) and plan criticisa mechanisms had to
be distributed. Each planner (node) is provided with a
consisteat initial world model which has enough detail to
perform local plan development. As this world model is
changed during local planning, the changes are communi-
cated to other relevant planning nodes. When a planner
receives world model changes from other nodes, it revises
its own world model and determines whether any of its
locally planned actions invalidate the received world model
changes. If they do, an attempt is made 1o sequence its
planned actions with the planned actions of the other node
(i.e-, t0 establish a timing relationship between the actions)
so that the actions no longer interfere with each other. A
set of interplanner protocols have been developed which
accomplish this ordering and detect situations where a
suitable ordering cannot be established.

Two important ideas were identified during this re-
search. The first idea is the relationship between planned
actions and the resources required to perform them. Ac-
tions interact through conflicts in resource allocation: ac-
tions may require the temporary use of particular resources
(i.e., the resources are used during the action) or permanent
use (the resources are required in the resulting world state
itself), Actions may also free up resources that were previ-

| ously in use. In a simple world of blocks lying on a

table-top, the tops of blocks and the tabletop would be the
modeled resources. A stacking action can result in all three

types of resource changes. For example, if block 4 is
moved from the top of block B to the top of block C, the
top of 4 must be clear throughout the action (no blocks
can be on top of A4), the top of B is made clear as a result

' of the action, and the top of C is no longer clear as a result

of the action. Resolving plan interactions is, in effect,
scheduling resource usage in the developing plan. The iden-

. lification of resource scheduling as an inherent component

of the planning process suggests that distributed synchroni-
2ation techniques may be applicable in the planning do-
main and vice versa.

The second idea is the role spatial locality plays in the
distributed planning process. Since plan interactions occur
via resource usage, and because resources (often) exist in
physical space, the spatial knowledge of local resource
requirements and their relationship with requirements of
other planners can be used to reduce the amount of inter-
planner communication required to detect nonlocal re-
source conflicts. For example, a simple scheme is to an-

" nounce at periodic intervals the smallest.enclosing area of

all current local resource usages. Only usages which over-
lap with another planner’s announced area need be checked
for possible plan interaction. Of course, if the announced
area of another planner is enlarged, additional resource
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usages may have to be checked. Such a simplistic scheme
breaks down, however, in situations where the areas change
dramatically (such as with mobile robots) or where .re-
sources have a wide spatial area (such as a broadcast
channel). The determination of a balance between the
acquisition of spatial resource usage information and the
over-cstimation of potential resource conflict areas is an
important design issue in distributed planning applications.
A more detailed presentation of this research is contained
in [10). .

The three experiments in distributing the hypothesize-
test, iterative refinement, and nonlinear hierarchical plan-
ning paradigms discussed in this section indicate that
knowledge-based Al techniques are potentially useful in
FA /C distributed systems. However, much research needs
to be done to understand why certain algorithms tolerate
the various kinds of uncertainty present in distributed
problem-solving systems better than others. In the next
section we discuss a first step in this direction. Using
concepts from organizational theory, we describe the char-
acteristics of algorithms that relate to the differences in
their ability to handle uncertainty. In Section VI we outline
a number of research issues important in the development
of a better understanding of FA /C distributed systems.

V. ORGANIZATIONAL THEORY AND FUNCTIONALLY
ACCURATE, COOPERATIVE DISTRIBUTED SYSTEMS

In studying management organizations, organizational
theorists have worried about how decisionmaking under
uncertainty can be handled by various types of organiza-
tional structures. For example, Galbraith (21] has devel-
oped a set of paradigms for redesigning an organizational
structure to cope with the increased communication caused
by uncertainty (such as unexpected events and errorful
information).

Galbraith draws upon Simon’s work [56), [57] which
recognized the limited information processing capabilities
of humans. Called bounded rationality, this limitation ap-
plies to both the amount of environmental (sensory) infor-
mation which can be effectively used 10 make decisions
and the amount of control which can be effectively ex-
ercised. Bounded rationality has severe implications on the
quality of decisionmaking when a large amount of uncer-
tainty is present, for “the greater the task uncertainty, the
greater the amount of information that must be
processed...to achieve a given level of performance” (21,
p. 4}. A motivation for variations in organizational struc-
tures (in terms of the type, frequency, and connectivity
pattern of information flow) is to provide additional infor-
mation processing capacity (to handle greater uncertainty)
within the bounded rationality of the organization's indi-
vidual members.

The concept of bounded rationality also applies.to FA/C
distributed computational structures and, in particular, can
be used to analyze the ibility to handle uncertainty.’ We
can characterize the rauonality bounds of a node in a
distributed system by looking at the scope of its local
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decisions (contro! bounds), the information that is used to
update these decisions (interpretation bounds),.and the
updating process (bounds on the nature of decisionmaking).
The speciﬁc attributes of these characteristics that are
important in analyzing a node’s rauonahty bounds include
the following.

e Control Bounds: What is the range of the environment
for which a node makes a decision? What is the
amount of detail (level of abstraction) of this decision?
What is its accuracy? Is the decision made explicitly or
implicitly through the modification of other decisions?

o Interpretation (Sensory) Bounds: What is the range of
the environment that can be used effectively by a node
for decision-making? What is the detail of this en-
vironmental information? What is its accuracy? Is the
information explicitly or implicitly available?

e Bounds on the Nature of Decisionmaking: How much
information about the history and future goals of the
decisionmaking process is available to a node? Is there
only a single decision under consideration at a time or
are alternatives considded simultaneously? What is
the detail and accuracy of this information?

To illustrate these ideas we compare distributed
Hearsay-I1 (DHS2) and distributed iterative refinement
(DIR), two algorithmic structures used in the experiments
discussed in Secction 1V. Assuming sufficient proeessing
power and memory to execute both algorithms in a speci-
fied amount of time, we can characterize the DHS2 algo-
rithm as havmg less bounded rationality (and therefore

greater potential uncertainty resolving power). This more -

extensive rationality can be attributed to the following
differences. :

Control Differences: In DIR a node only makes a deci-
sion for its local environmental area. This decision is fully
detailed and (hopefully) increasingly precise over the deci-
sion made during the previous iteration. In DHS2 a node
makes dccisions over varying ranges, levels of abstraction,
and with varying accuracies, eventually making a decision
which spans the entire environment. DHS2 therefore gen-
crates a globally coherent solution, while a DIR generates
locally coherent solutions.

Interpretation Differences: In DIR only the local en-
vironment is explicitly available to a node. This informa-
tion is fully detailed and as accurate as the sensors can
provide. Additional environmental information may be
implicitly available to the degree that decisions received
from neighboring nodes are influenced by their local sens-
ing (and their decisions influenced by their ncighbors, and
so on). DHS2 encompasses all the interpretation capabili-
ties of DIR and, additionally, can explu.uly incorporate
nonlocal sensory information of varying range, abstraction,
and accuracy. .

$Fox {19) has also explored the effect of bounded rationality on
computational structures. His focus, however, has emphasized the struc-
ture of communication between modules rather than the specilics of the
internal processing of modules.

Nazture of Decisionmaking Differences: In DIR the rea-
sons for a particular decision are not remembered, but are
only implicitly incorporated into the resultant decision.
Only a single decision is under consideration by a node at
a given time. This resuits in a Aistory-free decisionmaking
process which is Markovian in character. DHS2 provides
for the erplicit linkage of the decisions leading to a particu-
lar decision. Alternative competing decisions and their
relationship to cach other are also explicitly available.

From our experience with the network traffic-light con-
trol domain, the rationality bounds of the DIR algorithm
were inadequate to handle the uncertainty caused by non-
local interactions among nodes’ decisions. On the other
hand, the DHS2 experiment was effective in ‘an environ-
ment with even stronger nonlocal interactions (which
potentially span the entire network). By keeping explicit
track of the partial solutions that make up larger partial
solutions, nonlocal interactions among subproblems can bc
correctly handled by the DHS2 algoruhm

The design strategies used by an organization to handle
the increased information processing requirements of de-
cisionmaking (caused by uncertainty) are also relevant to
FA /C distributed computational structures. Four design
strategies are used by organizations [21].

e Sluck Resources: An organization can reduce its need
for information processing by decreasing its level of
performance (using additional resources — time,
equipment, personnel, etc.— or reducing the quality of
performance).

e Self-Containment: An organization can reduce the need
for information processing by choosing another de-
composition in which tasks are more self-contained.

e Vertical Information Processing: An organization can
increase its capacity to process information by collect-
ing information' at the points of origin and directing it
to the appropriate places in the organization, and by
the usc of abstraction. _

e Laterul Relations: An organization can increase its
capacity to process information by placing in direct
contact processors which share a common problem.

These strategies take the following forms in the internal
processing structure of a node in an FA/C distributed
system.

e Slack Resources: By using a search process in which
partial alternative decisions are incrementally made
over lime, a node can avoid the need for enough
information to make a timely, complete, and accurate
decision. The search is performed at the expense of
making additional (unnecessary and redundant) tenta-
tive decisions.

o Self-Containment: Decisionmaking at a node is seli-
directed. A node attempts to do the best that it can
with the information 1t has.

e Vertical Information Processing: Decisionmaking at a
node is opportunistic. The search space is structured
into a loose hierarchy of increasingly more abstract
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representations of the problem. Using this structure, a
high-level partial solution developed in an opportunis-
tic way for one aspect of the problem can be used to
constrain the search for solutions to other aspects of
the problem.

o Lateral Relations: A node can integrate decisions

asynchronously received from any other node, These

" decisions can be at any level of abstraction.

We feel that through a study of the literature on organi-

. zational theory, and of successful organizational structures,

" ideas can be obtained for the design of FA/C distributed
. systems. This approach has already proved useful. The
" cooperating experts’ paradigm used by Lenat [36] has as its
- basis a protocol analysis of a group of experts solving
. problems, and recent work by Fox (18] has shown the
similarity between organizational theories and the design
" of complex knowledge-based Al systems. We also believe
that ideas from the areas of organizational planning and
group problem-solving (29}, [32] may provide a source of
techniques and metaphors for distributed planning.
Management organizations are only one example of
natural systems that can be characterized as FA /C distrib-
i uted systems. Theories describing other natural FA/C
1 distributed systems may also be of benefit to the develop-
ment of FA /C distributed processing systems. An example
of one such system is a honey bee colony. Recent work by
Reed and Lesser [49] has shown how the division of labor
techniques used by the bees may provide insights into
techniques for distributed focus of attention in FA/C
distributed systems.

V1. CuURRENT RESEARCH DIRECTIONS

! Our research in the development of FA/C distributed
| problem-solving techniques has produced promising re-
; sults. This work has highlighted many key issues that a
i general theory for FA /C distributed systems must address.
i These issues include the following.

e Problem Decomposition: How should the overall prob-
lem-solving task be broken into subtasks to minimize
communication requiremeats, limit the complexity of
any given subtask, and increase the reliability and

- performance of.the overall system? Should the decom-
position be static or evolve dynamically, based upon
the current status of the system?

e Obtaining Global Information: What nonlocal aspects
of the system need to be séen by individual nodes?
What levels of abstraction are appropriate for repre-
senting this information? How can potentially incon-
sistent and errorful nonlocal information be aggre-
gated to form a usable nonlocal view? How should
nonloca! information be held—should a single com-
plete copy be distributed throughout the system or

should each node have the portion of this information .

which it requires? Do multiple copies of nonlocal
information need to be completely consistent, or can
the system perform without complete consistency as-

e
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sumptions? How can dynamically changing data be
represented?

e Planning and Plan Execution: How is planning and
focus of attention performed in the system? Should
planning and focusing be performed in an FA/C
distribyted fashion? How can the activity of nodes
having overlapping information be coordinated in a
decentralized and implicit way so as to control redun-
dant computation? How can a node decide locally that
it is performing unnecessary computation, selecting
the aspect of the overall problem on which it should
instead focus its attention?® How are plans executed
in the system? What degree of synchronization be-
tween nodes is required during planning and plan
execution in a given application? : .

e Monitoring and Plan Modification: How can the sys-
tem monitor in a distributed way its success in achicv-
ing its goals? How can the system modify its current
course of action in the event of an unexpected change
in the environment or within the system itself? How
can the system decide whether to modify its existing
plan or generate a new plan based on the cost/benefit
estimated for each?

e Reliability: What and how much uncertainty (error)
can be handled using FA/C computational struc-
tures? What is the cost in processing and communica-
tion required to resolve various types of uncertainty?
Is there the possibility that the system can get into a
severely degraded state due to the failure of a singlc -
component {42]?

e Task Characteristics and Selection of an Appropriate
Network Configuration: What characteristics of a task -
can be used to select a network configuration ap-
propriate for it? When can implicit control and infor-
mation flow structures be used? Similarly, when should
flat, hierarchical, or matrix configurations, or mixtures
of them, be used?’

We believe that answers 10 many of these issues will be
found through the development of formal models for char-
acterizing the uncertainty present in a task and system
environment and, the uncertainty-resolving power of algo-
rithms in terms ol the type and degree of uncertainty in
data and control they can resolve, As a first step in this
direction we are developing a formal model for Hearsay-11-
like systems [39). We also feel that research on new forms
of adaptive decentralized control (which integrate both
implicit and explicit forms of control) and techniques for
distributed planning and organizational self-design are vital

This is the problem of dynamic allocation of information and process-
ing .capabilities of the network. The issue is also related to the classical
allocation problem in networks: how to decide if the cast of accessing a
distant data base is too high and whether, instead, the processing should
be moved closer to the data or the data moved closer to the processing.

7Candidate characteristics include the patterns of node interaction, the
type. spatial distribution, and degree of uncertainty of information, inter-
dependencies of partial solutions, size of the search space, desired reliabil
ity, accuracy, responsiveness and throughput, and available computing
resources.
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to the development of FA /C distributed system methodol-
ogies. The following sections outline some of our current
rescarch directions which begin to address these more
generic research issues.

A. Distributed Search

Experiences with the distributed applications discussed
in Section IV have led to the. conjecture that all FA/C
distributed problem-solving structures have at their heart
distributed search. Therefore a crucial aspect of any FA /C
distributed system model is a characterization of distrib-
uted search. Distributed search involves the integration of
partial results emanating from multipie semi-independent
loci of search control. An adequate mode! for describing
and analyzing distributed search techniques has not been
developed.

We feel that a mode! for distributed search must provide
a common framework for addressing the following ques-

tions. T _ ‘

o Structure of the Space of Possible Solutions: What is

“the size of the space? What is the relationship (connec-
tivity) between states in the space? What is the density
and distribution of acgeptable solution states in the
space?

@ Representution of the Search Space: How is the search
space represented in the system: as a single-level space
or as a multilevel space encompassmg multiple levels
of abstraction? If multilevel, what is the relanonshtp

- between the levels?

e Represenuation of Partial Results: How is a partial
result.represented in the system? What is the relation-
ship between the representation of a partial result and
the representation of the search space? What are the
levels of the search space and the number of states
encompassed by a partial result? What is the relation-.
ship between partial results? How are partial results
extended and merged together?

o The Seuarch Process: How is the search space searched?®
What is the overlap between the local searches? What
is the interaction between choices made by the local
searches? How are the local searches coordinated? Are
the local searches performed synchronously or
asynchronously of one another? What is the nature of
the communication required between the local searches
(level of abstraction and scope)? What types of uncer-
tainty can the search process resolve? What are the
criteria for search termination? How optimal is the
search?

We hope this model will have a taxonomic character that
will provide a framework in which new alternative search
techniques become apparent. The model may also lead to
the development of a small set of control primitives and
dawa Structures which are appropriate for all types of
distributed search techniques and applications.

$Current characterizations of search using such terms as breadth-first
and depth-first ase inadequate even in centralized environments.

‘e
’a

e
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B. Explicit Versus Implicit Approaches to Control

In our model of FA/C distributed systems we have
emphasized an “implicit” form of decentralized control.
The degree of implicit versus explicit control in interncde
coordination can be characterized by the precision with
which a node can specify the nature of the tasks that are to

-be executed by another node and the degree to which those
tasks must be performed by the other node. From a -

communication perspective this control spectrum takes the
form of .the assumptions a node can make about who is
going to receive its messages, how its messages are going to
be processed, who is going to send it messages, the nature
of the information contained in these messages, what

processing is expected by the transmitters of these mes-

sages, and what responses they expect to receive.

We have emphasized implicit and decentralized control
for' FA/C distributed systems becausc in this type of
control a node has fewer built-in assumptions about the
nature of internode coordination. This permits nodes to be
more adaptive and flexible in the face of data and control
uncertainty. We have implemented this form of control by
having self-directed nodes which are activated in a dara-
directed manner. In this control regime, nodes interact only
through the transmission of data. When a node receives
information, it must decide whether or not (o accept the
information, what credibility to associate with it, what
processing results (goals) it should achieve in light of ‘this
information, and what processing tasks it should execute to
accomplish these goals. Because these decisions are made
locally, node processing is entirely seif-directed. In a simi-
lar self-directed manner, 2 node decides what and when
information should be transmitted, based on the state of its
local proeessmg and its perception of the state of problem-
solving in the network.

This data-directed and self-directed approach to control
can be contrasted with approaches where either goals or
tasks are explicitly transmitted and with approaches where

nodes are externally directed. By *“externally directed™ we -

mean that a node is required to perform some action in
response to the receipt of a message. In these other ap-
proaches to control, nodes have less flexibility in their
processing strategies. These alternative control regimes are
illustrated in Table 1. The more precise the message (i.c.,
tasks are more precise than goals and goals are more
precise than data) and the more externally directed a node
is, the more explicit the form of control.

In our experiments with the distributed Hearsay-II ar-
chitecture described in Section IV-A, we have observed
that the data-directed and self-directed control regime used
in this architecture can potentially lead to redundant and
unnecessary processing. It appears that this form of contral
may not always provide sufficient global coherence among
the nodes. There are two approaches for obtaining in-
creased global coherence. The first is to provide each node

—————

with a better view of the state of problem-solving in the

network so that its data-directed and self-directed control
decisions are more informed and consistent. This can be
accomplished by having nodes exchange detailed meta-
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TABLE |
IMpLICIT AND ExpLICIT FORMS OF CONTROL

£
!

| tract. This claboration procedure continues uantil a node

More explicit =2
Data-directed Goal-directed Task-directed
®* Reccive data )
* Ratethedawa Recei
®* Determine and rate Ra ;;8":;
. goals based on the te °8 Receive tasks
Self-directed data Determine and rate Rate the tasks | .
| * Determine and rate tasks based on the S
tasks based oa the goals H]
goals 3
* Receive data and g
ratings .
* Determine and rate zctf:: goals and ‘l’
Externally goals based on the Determine and rate Ree:ive.tasks .
directed | = daa tasks based on the and ratings
Determine and rate Is
tasks bascd on the .
goals

information about the state of their local problem-solving
and what they have learned about the states of other nodes.
Another approach, which is compatible with the first, is to
integrate more explicit forms of control into network prob-
lem-solving. These types of control can be used to institute

i more nonlocal and precise control over the activitics of

individual nodes.

One example of a more explicit approach to decentral-
ized control is the work of Smith and Davis on the
- contract-net formalism [59). In this approach nodes coordi-
i nate their activities through contracts to accomplish specific
- goals. These contracts are claborated in a top-down
manner; at each stage, a node decomposes ‘its contracts
i into subcontracts lo be accomplished by other nodes.. This
| process uses a bidding protocol based on a two-way trans-
! fer of information to establish the nature of the subcon-
. tracts and which node will perform a particular subcon-

can complete its contract without assistance. From an
FA/C perspective the disadvantages of this approach are
that it is difficult to quickly refocus the system to new
cvents (because of the hierarchical nature of control) and
that it does not really address the issue of coordinating the
iterative coroutine exchange of partial and tentative inter-
mediate resuits between nodes.

We believe that an integrated approach that incorporates
the full range of implicit to explicit control may be re-
quired for effective problem-solving in some FA /C distrib-
uted systems. This integrated approach can provide the
flexibility to handle control and data uncertainty while still
maintaining a sufficient level of global coherence to
guarantee that acceptable solutions will be generated within
given resource constraints. One approach to an integrated
control regime is to incorporate more explicit goal-directed
behavior into our implicit data-directed control. The prior-
ity given to goals received from other nodes versus local
data-directed activity determines the degree of explicit
versus implicit control present in the system. Our approach
is o permit both types of coordination, and to develop

(2]

adaptive mechanisms for the system that dynamically de-
termine an appropriate combination [12}. An important
part of the development of this approach will be empirical
studies to understand the appropriate balance between
data-directed and goal-directed activity,

C. FA/C Distributed Planning and Organizational Self-
Design

Conventional planning systems generally require that
plans be developed in a systematic fashion. For example, a
major weakness in the current formulation of the distrib-
uted NOAH planning system (Section 1V-C) is that it
requires a systematic ordering of plan development and
criticism. NOAH begins with a high-level representation of
the plan (the goal) and expands that plan into a more
detailed plan, which is analyzed for incompatible actions
and possibly modified. The generation of the more detailed
plan proceeds in the same order as the cventual exccution
of the actions (execution-time order). This expand-analyze
cycle is repeated on the most-detailed (last-expanded) plan
representation until the plan is sufficiently detailed for
execution.

Each local planner considers only one possible local plan
at a time, Because NOAH cannot simultancously consider
alternative partial plans, newly received planning decisions
cannot be easily integrated into previously made planning
decisions. Instead, when an incompatible planning decision
(i.e., a conflict in resource usage) is received, a node must
either ask the sending node to revise its decisions or the
node must bucktruck o a point where the received decision
is no longer incompatible with its ‘developing plan (and
resume planning {rom that point). Backtracking may also
involve cancelling planr..., .. 1sions that were announced
to cther planners. This in turn can cause those planners to
cancel their decisions and so on jn a “domino” effect in
which a number of planned actions are deleted. (This effect
is directly rclated to the problems plaguing the single-label
iterative refinement algorithm used in the distributed net-
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work traffic-light control domain of Section 1V-B.) The
- requirement that a local planner make a single planning
decision (without information about the decisions under
consideration by other planners) can lead to much wasted
planning effort and a corresponding cost in wasted com-
munication. This style of processing does not foster a form
of cooperation that can effectively deal with incomplete
and inconsistent local planning data bases.

The Hayes—-Roth cognitive model of planning [26] is an
example of a style of planning in which a number of
alternative, competing, partial plans are developed concur-
rently. Based on a Hearsay-II architecture {15), their plan-
ning model is hierarchical but not strictly limited to a
top-down execution-time ordered planning sequence. In-
stead, planning proceeds opportunistically, with each new
planning decision integrated into a subset of previously
made decisions. New decisions may also produce indepen-
dent, competing, partial plans at various levels of abstrac-
tion. As planning continues, some of these partial plans die
out, and others are merged together into larger more
complete plans. Planning terminates when an acceptable
overall plan is developed.

In an environment where unpredictable external infor-
mation is asynchronously received, an integrated represen-
tation of competing and cooperating partial plans allows
the planner 10 retain relevant portions of previous planning
results. This style of incremental plan modification allows
better refocusing in light of new information than back-
tracking. It is also important in a distributed environment

to attempt to quickly reduce the size of the planning .

(search) space, since additional search requires additional
communication. The opportunistic behavior of the Hayes—-
Roth model allows greater flexibility in solving crucial
aspects of the planning: task before proceeding to less
crucial aspects. '

The success of distributing the Hearsay-1I speech under-
standing system [38] suggests that the Hayes-Roth plan-
ning model can serve as a basis for the development of an
FA /C distributed planning organization. However, a num-
ber of issues relating to the use of partial and inconsistent
plans in such a framework remain to be resolved. |

‘Planner interactions can also be reduced by the selection
of action sequences which are applicable in a range of
situations ‘over alternative sequences which are less stable
but perhaps more execution-time efficient. Most planners
conceatrate on finding optimal execution-cost or solution-
optimal plans (after Sproull (60, p. 106}). Sproull’s notion
of planning-optimal plans, in which the cost of the planning
and execution of the plan is optimized, is particularly
apropos in the distributed planning environment. An FA /C
style of planner would attempt to identify stable action
sequences based on its expectations of the actions other
planners might perform and on anticipated environmental
changes. Understanding how portions of plans interact
during planning and plan execution can provide measures
of plan stability which can be used to evaluate alternative
courses of action based on these expectations.

Given that the cost of communication is relatively ex-
pensive in comparison to the cost of processing in a
distributed system, it is important to regard all aspects of
the environmental spectrum as potential communications
media. The typical distributed system viewpoint assumes
that the message transfer channel is the sole conduit of
information exchange in the system. However, observation
of another planning system’s executing plan can provide a
variety of implicit information. Consider a room with.a tall
ladder and two repairmen with the task of replacing a
ceiling light. If one repairman grabs the ladder to steady it,
the other would probably assume it was his responsibility
to climb up and replace the light— without any need for
verbal communication. The application of planning (com-
mon sense reasoning) to the interpretation of another's
actions is currently receiving attention from language re-
searchers in the analysis of natural language utterances (7],
(24}, [28]. However, the interleaving of plan deveiopment
and plan exccution in a distributed environment leads 10 a
number of unresolved technical questions.

" An assumption made in the distributed NOAH planning
system was the existence of a mechanism for allocating

'Planning activity to individual nodes. Different allocations

of planning activity (even for the same planning problem)
produce significant differences in the complexity of the
planning process. In fact, the allocation of planiing activ-
ity is part of the larger issue of determining an appropriate

organizational structure for the particular distributed prob-

lem-solving situation.

The organizational siructure of a distributed sysiem is the
Pattern of information and control relationships that exist
between the nodes in the system and the distribution of
problem-solving capabilities among the nodes in the Sys-
tem. Organizational structures. include hicrarchies,
heterarchies or flat structures, matrix organizations, groups
or teams, and market or price systems. Organizational
design is the explicit planning of these internode relation-
ships. -

The organizational structure of a distributed system
relates strongly to its effectiveness in a given problem-
solving situation. This effectiveness is a multivalued mea-
sure incorporating such parameters as processing resources,
communication requirements, timeliness of activity, accu-
racy of activity, etc. An organizational structure may lose
effectiveness as the internal or external environment of the
distributed system or the nature of the problem-soiving
task changes. In order to respond to such a change the
distributed system must detect the decreased effectiveness
of its organizational structure, determine plausible alterna-
tive structures, evaluate the cost of continuing with its
current structure versus the cost of reorganizing itself into
a more appropriate structure, and carry out such reorgani-
zation if appropriate. :

Organizational design decisions are faced regularly in
human organizations, especially those in the business com-
munity where pressures of cfficiency are most severe. Theo-
vies of organizational design which - attempt to explain the
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art of organizational structuring in these human organiza-
tions are highly relevant 1o the development of organiza-
tional design knowiedge for distributed systems.

Research outlined in [11] bypasses further refinement of
distributed planning techniques, such as those developed in
distributing NOAH, in favor of the development of a
framework which encompasses both planning and organi-
zational self-design. Although many issues in distributed
planning remain to be solved, the development of a tech-
nology for distributed organizational design seems the more

salient research direction. A rephrasing of the program-

ming adage “Don’t optimize a bad algorithm— rewrite it”
seems appropriate: “Don’t work to improve plans within a

_ bad organizational structure—reorganize.”

VIL. CoNcLusION

We feel that methodologies can be developed for func-
tionally accurate, cooperative (FA /C) distributed systems
in which the distributed algorithms and control structures
function with both inconsistent and incomplete data. These
methodologies are necessary in order to extend the range of

. applications that can be effectively implemented in distrib-

uted cnvironments. .

FA/C problem-solving structures are also important in
the implementation of complex applications in centralized
environments. These applications are often organized in
the form of a collection of independent modules. In such a
structure it can be conceptually difficult to develop, and

. expensive 1o maintain, a cdmplete and conasistent central-
" ized problem-solving data base with which the modules

- interact. Techniques which permit the relaxation of com-.

pleteness and consistency requirements would be a signifi-

. cant aid in the devclopment and maintenance of these
* (logically distributed) systems.

There are two concepts that form the basis of FA/C

. distributed methodologies:

1) to view an FA/C distributed system as a network of
cooperaling systems which share common goals, where
each system is able to perform significant local
processing using incomplete and inconsistent data;

2). to handle the uncertainty in control, data, and algo-
rithms introduced by distribution as an integral part
of the network problem-solving process.

Techniques developed in the context of knowledge-based
Al systems and organizational theory provide a basis for
implementing both concepts.
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