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ABSTRACT

A NEURAL NETWORK MODEL OF FROG RETINA:
A DISCRETE TIME-SPACE APPROACH

September 1986

Yiilbyung Lee

B.S., Yonsei University
M.S., University of Nlinois
Ph.D., University of Massachusetts

Directed by: Professor Michael A. Arbib

Most computational models of the nervous systems in the past have been
developed at the level of a single cell or at the level of a population of uniform
elements. But neither the absolute temporal activity of a single neuron nor some
steady state of a population of neurons seems to be of utmost importance. A
spatio-temporal pattern of activities of neurons and the way they interact through

various connections appear to matter most in the neuronal computations of the
vertebrate retina.

A population of neurons are modelled based on a connectionist scheme and on
experimental data to provide a spatio-temporal pattern of activities for every cell

involved in the cone-pathways for a patch of frog’s retina. The model has discrete

vii



representations for both space and time. The density of each type/subtype of
neuron and the existence and the size of the connections are based on anatomical
data. Individual neurons are modelled as variations of a leaky-capacitor model of
neurons. Parameters for each type of model neuron are set so that their temporal
activities approximate the typical intracellular recording for the corresponding
neurons given the known visual/electrical stimulus patterns. Connectivity was
thought the single most important factor for network computation. Computer

simulation results of the model are compared with well-known physiological data.

The results show that a network model of coarse individual neuronal models
based on known structures of the vertebrate retina approximates the overall sys-
tem behaviour successfully reproducing the observed functions of many of the cell
types, thus showing that the connectionist approach can be applied successfully
to neural network modelling and provide an organizing theory of how iﬁdividual

neurons interact in a population of neurons.
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CHAPTER 1

INTRODUCTION

Brain, (Frog) Retina, and Modelling

The study of the brain or of the nervous system has progressed substantially
during the last few decades and is now moving towards explaining the micro-

mechanisms of how our minds work.

Within the nervous system, sensory subsystems have been extensively studied
because we can control the environment which acts as the stimulus to the sensory
nerve cells. Likewise, the motor subsystems have been studied extensively because
we can observe what the nerve cells command related motor parts to do. Among
the sensory subsystems, the visual system has received most attention because it
is, in many cases, including our own, the single most important sense used for
its owner’s survival. And for studying any visual system we cannot exclude the
study of how the retina works because that is where the early visual processing
occurs on which later visual processing depends. This is why the study of retina
is so important. Yet, most important to us is that the vertebrate retina is well
suited for studies of local interactions which appear to play a central role in the

workings of central nervous systems:

...the vertebrate retina i3 an ideal system in which to seek insights into
the local circuit mechanisms underlying information processing [in the
vertebrate brain]. The retina i3 rich in local circuits and is amenable to
detasled extracellular and sntracellular recordings. The analysis of how
tts synaptic snteractions medsated by local circusts has progressed well
beyond similar efforts in other parts of the vertebrate brain [Dowling,
1979: 163).



Besides, all vertebrate retinas share the same basic layered architecture as well
as similar functional organizations, thus much information about the retina of one
species can be inferred from that of others which can help to form a relatively

coherent framework.

The visual system of amphibians, including the frog retina, has been an ob-
ject of intense study, resulting in a large amount of anatomical and physiolog-
ical data. The retina of the mudpuppy, Necturus maculosus , and that of the
(tiger) salamander have often been used because of their large cell size [Werblin
and Dowling, 1969; Dowling and Werblin, 1969] which allows for easier cellular
recording and subsequent staining. Those of the toad and the frog have been a
subject of extensive study in anatomy [Dowling, 1968, 1976; Shantz, 1976; Carey,
1975; Cajal, 1893] and in physiology [Dowling, 1968, 1976; Schiirg-Pfeiffer and
Ewert, 1982; Grisser and Griisser-Cornehls, 1976; Griusser-Cornehls and Saun-
ders, 1981a, 1981b; Maturana et al., 1960; Lettvin et al., 1959, 1961; Keating and
Gaze, 1970; Morrison, 1975] partly because these animals display interesting yet
easily identified behaviors towards certain types of stimuli and partly because of

their wide availability as experimental animals.

There is a rich set of both anatomical and physiological data for the visual
system and in particular for the retinas of these animals. However, our partial
understanding of neural mechanisms for a particular nervous system makes it dif-
ficult to integrate essential data into a consistent framework. Modelling a neural
system can aid us in developing such a framework, which can increase insights
into the substantive phenomena under investigation. Especially, mathematical or
computational models as compared to qualititative ones require more consider-
ation for causal connections in model making. Such models can be checked for
their validity and can be used to make predictions about the outcome of exper-
iments either through interpretation of the analytical conclusions drawn from a
given model or through a set of simulations. Furthermore, a computationally ef-

ficient version of the model may be used as a front-end for an overall model of the
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frog/toad visual system [Arbib, 1982; Lara et al., 1983; House, 1984; Cervantes,
1985].

Neural Network Modelling Approach

According to Griisser and Griisser-Cornehls [1976], there are following classes
of models in neurobiology: global functional models, qualitative parametric mod-
els, descriptive mathematical models, system-theoretic models, quantitative neu-

ronal network models, and interpretive models and development of new global
models.

Most of the vertebrate retina modelling in the past dealt with the temporal
activity of a single cell or single unit modelling, in the sense of accounting for the
phenomena that affect the concerned cell [Rodieck, 1965; Baylor et al., 1974a;
Moreno-Diaz, 1965; Richter and Ullman, 1982; an der Heiden and Roth, 1983].
There are many neural models at the level of individual cells or of perceptive
units and also at the overall neural network level where their main concern is the
property of the whole network such as stability. But there is a big gap between
these two levels of what I call “micro-” and “macro-" neural models, of relating

how these micro-neural models can account for the global activity of the macro-

neural models.

It should be emphasized that it is not the absolute temporal activity of a single
neuron but the spatio-temporal activity of a population of neurons that is.im-
portant in the neuronal computations of the vertebrate visual system. Moreover,
it is imperative that the theoretical approaches in neuroscience should provide
a theory as to how and/or whether these spatio-temporal patterns of activity
really stem from those micro-level neural models, i.e., the theory of how neural
connections bring about the competition and cooperation within a population
of neurons. So, the current modelling approach situates itself between the con-

nectionist approach [McCulloch and Pitts, 1943] where the nervous-system-like



network structure was emphasized but the detailed neuron-like function was ig-
nored, and the traditional neuromodelling approach where functions of individual
neurons [Richter and Ullman, 1982] and sometimes their internal structures are
exhphasized but the overall organization of interactions with other neurons were
mostly ignored. The current model starts out, as in the connectionist paradigm,
from the idea of a network of rather simple individual units and the relative im-
porﬁance of connections between them as a fundamental factor of information
processing in the neural network. The approach is appropriate at least in the
modelling of the retina because, as mentioned, that is where local interaction
appears to dominate the interesting aspects of the visual information processing
performed by the underlying structure. And then we try to change the types of
connections and adjust the connectivities between individual elements following
the guidelines suggested/restricted by the anatomy for the detailed functional
modelling of individual elements.

Although neural network modelling and simulation dnes not necessarily pre-

clude a hardware one, in the sense of using digital/analog computers and elec-

tronic modules, the mathematico-software computer simulation method is used

because hardware models are in general not flexible enough for such changes as in.

the weight of the connectivity or the types of connectivity. The whole knowledge
surrounding the vertebrate retina is far from complete, and the study of such
changes becomes very significant. On the other hand, a software solution has the
advantage of being easily modifiable as empirical knowledge becomes obsolete
or more extensive, and has the added advantage of being readily adaptable to
represent other neural systems with similar overall structure.

Current study models of a network of neurons rather than a single output neu-

ron. In order to compute the patterns of activities for all cells involved in visual
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5

processing, the model adopts discrete representations for both time ! and space,
falling into the category of discrete model with continuous states following an der
Heiden’s [1980] classification. Individual neurons are represented by variations of
the leaky-capacitor model [Holden, 1976]. Different types of connections between
cells are modelled based on their synaptic specializations [Dowling, 1968, 1976,
1979; Miller, 1979; Shepherd, 1979; Werblin and Dowling, 1969]. The overall
synaptic connectivities are based on the shape and diameter of their dendritic
trees and supplemented with reasonable assumptions about their nature with a
concern for the logical completeness of functions exhibitied by the retina. Un-

like the real retina, the model assumes spatial homogeneity within each cell layer
[Carey, 1975; Rodieck, 1973].

The model described in this dissertation also falls into the class of quantitative
neuronal network model where the structural conditions of the network, especially
the types and the degrees of the connections are considered to be of fundamental
importance. In essence, the current approach fills the gap between those who
are interested in the level of behavior or perceptual primitives in the connection-
ist framework and those who are interested in low-level detailed responses for
individual neurons or a small number of neurons. The current neural network
modelling is trying to provide an organizing theory of how to make connections

between simple neuronal models by relating perceptual primitives to individual

neurons.

Simulations of Single Cone Pathways

Like other vertebrate retinas, the frog retina has five major types of neurons:

photoreceptors, horizontal cells, bipolar cells, amacrine cells and ganglion cells

1This is not a discrete-time simulation in the conventional sense, it is rather a continuous-time
simulation approach, where time is a multiple of a discrete time and every cell state is updated
simultaneously after each discrete time passage [an der Heiden, 1980).



[Cajal, 1893; Dowling, 1968, 1976, 1979]. In addition, there are the Miiller cells,
which are glial elements, and another type of neuron called interplexiform cells,
which will not be included in the present model. There are four types of pho-
toreceptors in the frog retina: single cone, double cone, red rod, and green rod.
Only single cone pathways are modelled here in order to restrict the scope of the
dissertation while keeping the generality of the modelling, allowing a later addi-
tion of the rod and double cone pathways. The single cone pathways are chosen
since most of the interesting responses of the ganglion cells and of frog behaviour
are observed under photopic or mesophotopic conditions when most of the initial
visual signals are processed by the cones, and since the single cone has one color
pigment while the less populous double cone has two color pigments which makes
matters more complicated.

Simulation was chosen over mathematical analysis for investigating the model
mainly because of the strong motivation to better model the individual responses
rather than concentrate on overall network behavior. The hierarchical structure
of retinal organization lends itself to partial simulations of the individual layers
involved. Moreover, the mathematical complexity of the analysis appears to be
immense.

Although the simulation will be presented according to the different major
cell types with the related layers, there are two main aspects in the present set of
computer simulations. The first concerns the duplication of the temporal char-
acteristics of the individual neurons under typical experimental settings such as
how amacrine cells respond to the change in the illumination upon their receptive
fields [Werblin and Dowling, 1969; Matsumoto and Naka, 1972]. The second con-
cerns duplicating the well-known quantitative data on frog retinal cells such as
area functions for the horizontal cells or velocity functions for the ganglion cells.

By modelling neural networks emphasizing their overall structure of connec-
tions and simulating a spatio-temporal pattern of individual cell activities, we

hope to show that the resulting functional outputs of the retinal cells which can

.
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be directly or indirectly related to perceptual primitives can be obtained from
simple functional assumptions about individual neurons and from anatomical
constraints derived from the anatomy, thus advancing the notion of the funda-
mental relationship of function and struture within a nervous system which acts
as a (visual) information processor. Furthermore, the model may predict how
neighboring cells respond under known situations and how certain cells react un-
der as yet untried circumstances. Also, and just as important, the validation
of functional responses under a given set of structural assumptions such as the
distribution of weights and the type of connections may enable us to predict the
existence of unidentified structures which are vaguely assumed in experimental

situations but which in most cases cannot yet be rigorously verified.

Organisation of the Dissertation

The dissertation is divided into the following chapters and an appendix. In
this chapter, we have discussed the rationale for our choice of the frog retina as

the subject nervous system as well as for our approach to modelling.

In chapter 2, a literature review is done on the following two areas. First,
anatomical and physiological findings concerning vertebrate retinas, especially of
amphibians including the frog, will be discussed. This part will familiarize the
reader with the experimental data as well as the conceptual models relevant to
the style of information processing in the vertebrate/frog retina. The relationship
between the function of the retina and the underlying structures will be empha-
sized. Important aspects of vertebrate retina which will not be modelled in this
thesis, such as adaptation, color processing, and Miiller cells, will also be noted.
Second, existing diverse models of vertebrate retina will be critically reviewed
with respect to their strength and weakness.

In chapter 3, an overview of the modelling and the simulation is described

as well as Lhe description of the mathematical notations to represent our model.



The first section of the chapter deals with the modelling and some of the choices
we made in the model, the second with the notations that will be used to describe

the model with an example, and the third with the simulation details.

In chapter 4, stimulus pattern generation and retinal image formation are
described. It shows how various stimulus patterns are represented in the model
and the inhere;lt limit of the employed representation. Then it shows the model of
the frog eye optics and the simulated retinal images in comparison to the stimulus
patterns.

In chapter 5, the modelling and the corresponding simulations of the single
cone, horizontal cell and bipolar cell models are presented. It describes how cer-
tain parameters for the individual models are chosen and compares the simulated
results with the experimental data by the cell layers.

In chapter 6, the modelling of the amacrine cell and ganglion cell models
are presented. It describes how certain parameters for the individual models are
chosen and compares the resulting simulations with the experimental data for the
amacrine cell layer. It also briefly describes the current stage of modelling for the
ganglion cell layer and the preliminary results available.

Chapter 7, the conclusion, discusses the extent to which the function of a
nervous system can be derived from its connective structures. Suggestions are
also made for future research.

Appendix describes the software system used to represent the retina model
and to run the computer simulations. It provides an overview of the software to

assist those who want to use/modify this system for their own simulations.
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CHAPTER I

LITERATURE REVIEW

Introduction

This chapter discusses the anatomical/physiological background materials
upon which the current retinal model is based and reviews other existing retinal
models. This is not intended to be a comprehensive literature review on the frog

retina. Rather it shows a minimum knowledge that is required to understand and
build a model of frog retina.

The nature and characteristics of the frog and other vertebrate retina are
discussed first, as they form the foundation upon which retinal models, including
the present one are based. This background material is discussed in the following
order. First, the optics of the frog eye will be discussed since the optics provides
the retinal image of the world surrounding the animal to its retina. Of course,
in order to simulate experiments that are done with the retina only (without
the lens and the vitreous humor parts of the eye, as was done by Werblin and
Dowling [1969]), a discussion of optics would be unnecessary. However, most of
the experiments are concerned with observing the electrical potentials of optic
fibers during the presentation of different types of stimuli, and are performed
with the intact eye as a whole [Griisser and Griisser-Cornehls, 1976; Maturana
et al., 1960; Schiirg-Pfeiffer and Ewert, 1981]. Therefore, eye optics becomes a
necessary part of efforts to model and simulate experimental findings. Second, the
frog retina will be discussed along with those of other amphibians and vertebrates,

based upon findings of existing anatomical and physiological research.
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The last section in this chapter will be a review of existing models on the
frog or other vertebrate retina. They will be briefly reviewed in terms of the

underlying approaches and their strength as well as weakness.

Background Material

Frog Eye Optics and its Retinal Image

Although there are many different processes that go on in the vertebrate eye,

we are mainly concerned here with the way optics blurs the projection of images to
the retina. While the notion of blurring (or worsening of resolution) intuitively
suggests counterproductiveness in the overall visual information process, it is
important to remember that the real world image consists of much (spatially
random) noise that the smoothing process — another expression for blurring —
can reduce and thereby prepare the visual image that is projected on to the

photoreceptor cells of the retina for further processing [Duda and Hart, 1973|.

Size Relationship between an Object and the Image. The strongest
refractive surface in the (vertebrate) eye is the anterior surface of the cornea.
Essentially all of the remaining refraction occurs at the surfaces and within the
internal stria of the crystalline lens. The interacting effects of these various re-
fractive elements are complex, but for a normal eye and a distant object, a good
first order approximation to the optical behaviour can be made by substituting
for all those refractive elements a single thin lens, for example in the case of Rana
esculenta [du Pont and de Groot, 1976a], with a focal length of 5.46 mm and
located 5.46 mm in front of the retina, or about 2.73 mm behind the anterior
surface of the cornea. Figure 1 from du Pont and de Groot [1976a] shows the ide-
alized schematic eye of the frog. The center of the equivalent lens in the diagram

is called the nodal point of the simplified eye.

To find the location of any given object point of a scene in the retinal image,
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Figure 1: Schematic eye of the paralysed frog. A,: anterior surface of the

cornea; As: retina; Agq sclera; N: anterior nodal plane of the eye.
From du Pont and de Groot [1976a].

one draws a straight line from the point through the nodal point of the eye: the

intersection of that line so drawn with the retina is the location of the region in
the retinal image that corresponds to the object point. Because the distance from
the nodal point of the eye to the retina is about 5.46 mm, the size of the image
of any object in the plane perpendicular to the line of sight, or as projected onto
that plane, is given by the following relationship: S;/S, = 5.46/D, where S, is
the size of the object, or its projection on the perpendicular plane, S; that of the
image, and D, is the distance from the nodal point of the eye to the object, in
mm. Therefore, with a fixed distance to the object D, and a measureable size of

the object S,, we can readily calculate the size of the retinal image S;.

In many experiments in which frogs are used for studies of the visual system,
the animal is placed so that the eye is at the centre of a hemisphere of radius 25
or 30 cm [Gaze, 1958; Maturana et al., 1960; Pickering, 1968]. It is believed that

photic stimuli at that distance from its eye will give a sharp image on the retina
of the animal.

Point Spread Function and Modulation Transfer Function. There

are several optical effects — such as focus error, aberration (spherical, chromatic,

astigmatism, etc.), diffraction and scattering — within the retina, that blur the
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retinal image.

As a result of all of these factors, the retinal image of each point of an object is
distributed over a region, rather than focused at one point, of the retinal surface.
Retinal image refers to the image that is formed at the outer segment layer of
photoreceptors, rather than the one at the vitreal surface of the retina. The
two dimensional function that describes the image distribution for a single object
point is called the point spread function. If the point spread function is known
for a given eye, the actual light distribution in the retinal image of any scene
can be obtained by convolving the light distribution in the scene with the point
spread function. In fact the point spread function varies with the distance from
the center of fovea, and so in principle the entire set of point spread functions
must be known in order to derive the retinal image.

In practice, direct measurement of the point spread function of an eye is
very difficult. But this function can be calculated from measurements of the line
spread function, which is somewhat easier to obtain. An aiternative procedure for
deriving a point spread function is to measure the modulation transfer function
(MTF), which is a measure of the available contrast in an image. Once the
line spread function or the MTF of an optical system is known, its point spread
function can be calculated by Fourier analytic methods [Kriiger and Moser, 1973).
Further details for obtaining the point spread function can be obtained from
Yellott et al. [1984]. Figure 2 from Kriiger and Moser [1972] shows the course of
MTF for frog R. Esculenta compared to the superior MTF of the human eye.

The Visual Field. Optical and t.leurophysiological techniques have been
used to measure the anuran visual field. Fite [1973] used the direct optical
method, based upon the fact that from all points from which one can see the en-
trance pupil of the eye, light can also reach the posterior part of the eye through
the real pupil. The total field-of-view of a frog excludes only the area beneath its

body [Fite, 1973].
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Figure 2: The course of the MTF of a frog’s eye (—) compared to the suprior
MTF of the human eye (- - -). The hatching gives the range in
which the MTF’s of several specimen were situated. From Kriige<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>