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Abstract

The most effective method of improving the retrieval performance of a document
retrieval system is to acquire a detailed specification of the user’s information need.
The system described in this paper, I°R , provides a number of facilities and search
strategies based on this approach. The system uses a novel architecture to allow more
than one system facility to be used at a given stage of a search session. Users influence
the system actions by stating goals they wish to achieve, by evaluating system output,
and by choosing particular facilities directly. The other main features of I?R are an
emphasis on domain knowledge used for refining the model of the information need, and
the provision of a browsing mechanism that allows the user to navigate through the
knowledge base.



1 Introduction

Document retrieval systems have typically provided three main facilities to their users; a
language for specifying a query, an algorithm for retrieving documents based on a comparison
of the document contents with the query, and a file organization that supports an efficient
implementation of the retrieval algorithm. These facilities are similar to those provided in
database systems for data records with well-defined attributes. For example, records that
describe attributes of employees such as name, age and salary can be efficiently stored and
retrieved in a relational database system [1]. In fact, document retrieval is often seen as
a special case of database retrieval where the major difference is that the file organization
must support large text attributes [2,3]. The approach to document retrieval that uses queries
expressed as Boolean combinations of keywords and retrieves documents that contain exactly
that combination of keywords is firmly based on database retrieval. This view, however,
obscures the features of document retrieval that make it a challenging and difficult research
area.

The users of a document retrieval system have a wide range of information needs. In
some cases, a user may be able to provide a query that accurately describes an information
need. More typically, the query will not accurately specify the type of documents required.
For example, there is a large difference between a database query such as

Find all employees with age > 30 and salary < 20,000
and a document retrieval query such as
Find all documents about database systems and retrieval techniques

even though these queries may be expressed in very similar languages. The database query
provides an exact specification of the content of the desired records whereas the document
retrieval query provides only an indication of the content of the desired documents. The
actual content of the documents identified as relevant by the user may vary considerably
from the phrases provided in the query.

This brings us to another feature of document retrieval systems. The goal of such a
system is to retrieve documents that are relevant to a particular user’s query. However,
the property of relevance cannot be established by a simple comparison of the contents of
documents with the query. Given a particular document citation, a user will identify its
relevance to the information need by a process of inference. That is, the content of the
document abstract (say), together with the user’s knowledge of the subject area, is used to
infer that the document will be a valuable source of information. For a document retrieval
system to be effective, it has to support this process of inference. The success of a system in
achieving the goal of retrieving relevant documents can be measured in terms of recall and
precision [4].

Much of the research in information retrieval has concentrated on indexing techniques for
representing the contents of documents and retrieval techniques that compare documents to
queries [4,5]. These techniques have supported the retrieval inference process and the resolu-
tion of uncertainty associated with that process by a variety of methods. The most common
method has been to base retrieval and indexing techniques on the statistical properties of
text. Probabilistic models of document retrieval are the best example of this approach [5].
Given a query and a set of documents represented by index terms derived from the text, the
retrieval algorithms that are based on the probabilistic model infer a probability of relevance
for individual documents and rank them accordingly. The probability of relevance is based



on the frequencies of occurrences of index terms in the relevant and non-relevant sets of doc-
uments. The top-ranked documents are shown to the user and the relevance judgments that
are made provide information that enables the information need to be more precisely spec-
ified. This process of relevance feedback is one way of addressing the problem of ill-defined
queries. The vector model [4] of document retrieval provides essentially the same form of
inference. The advantages of using any of these statistical techniques include the following;

o They are efficient to implement [6)].

o They are more-effective in terms of finding relevant documents than searches based on
Boolean queries/exact matching [7).

o They have a sound theoretical basis.

o They are independent of any particular domain. That is, different types of documents
(journal articies, office memos) from different domains (medicine, law) can be handled
using the same techniques.

The major disadvantage of using these techniques is that absolute performance is low. Al-
though statistical techniques provide better performance than conventional database tech-
niques, there is still a lot of room for improvement.

Given that statistical techniques appear to have reached a ceiling of performance, re-
searchers are investigating the application of techniques for natural language processing and
knowledge representation [8,9,10]. There are, however, inherent difficulties in applying artifi-
cial intelligence (Al) techniques to the information retrieval task. In particular, the amount
of domain-specific knowledge used in even a small collection of documents is very large. In
many applications, the number of documents is also very large and dynamic. A natural way
of limiting the amount of domain knowledge that must be considered is to concentrate on
acquiring knowledge from individual users about specific queries. This domain knowledge can
then be used to improve retrieval effectiveness by supporting inference based on the domain
concepts (important words or phrases) in the queries and documents. The process of identify-
ing concepts using domain knowledge can be seen as an extension of the process of identifying
important index terms using limited statistical information. When domain knowledge is not
available, the document retrieval system should be able to use the well-established statistical
techniques to guarantee a reasonable level of performance.

The use of domain knowledge raises a number of questions about the design of document
retrieval systems. Some of these are;

o How is domain knowledge acquired, represented and used?

e Can an inference process based on domain knowledge be combined with statistical
techniques?

o How are the techniques used by the system explained to the users?

In this paper, we describe a document retrieval system design (ISR) that addresses these
issues. In contrast to document retrieval systems that provide only a query language and a
single retrieval strategy, the IR system provides a range of facilities for query formulation,
domain knowledge acquisition, explanation, browsing, retrieval and evaluation. It supports
inference based on statistical techniques and domain knowledge. New system facilities can
easily be added.



IR is designed to act as an ezpert intermediary (hence the name Intelligent Intermediary
for Information Retrieval). That is, the types of activities undertaken by the system during
a search session are similar to those done by a human intermediary. The facilities that
are available to I3R, however, are superior to those available to the typical intermediary.
For example, IR can provide direct access to sections of the database for browsing and
can select different retrieval algorithms. The notion of the expert intermediary should be
viewed, therefore, as a means of structuring a search session rather than as an attempt to
do an accurate simulation of human intermediaries. The incorporation of the intermediary
concept into an entire system design and the integration with advanced probabilistic strategies
distinguishes IR from other “intermediary” systems that provide access to conventional
bibliographic retrieval systems [11,12]. Belkin et al[20] describe a system architecture similar
to ISR that associates the various actions performed by intermediaries with independent
system modules.

The basis of the I3R approach is presented in the next section. This section includes a
discussion of the research that contributed directly to the design choices that were made. The
third section describes the general I°R software architecture which is based on the Hearsay-II
system [13]. This architecture provides a flexible framework for implementing system facilities
and controlling their use. An example of the system’s operation follows. The next twosections
discuss the representation and use of domain knowledge, and the browsing facility. Section 7
discusses the implementation and evaluation of the system. Evaluation is made particularly
difficult by the heavily interactive nature of the search sessions. A number of issues brought
up during the design of I*R remain to be investigated. The most important of these is the
use of more powerful natural language processing techniques. This is discussed in the last
section.

2 The Basis for PR

A typical session with I*R will involve three major phases; query formulation and refinement,
search, and user evaluation. A major design feature of I*R is to provide a variety of facilities or
system experts that can contribute to these phases and to select experts that are appropriate
for a particular user and session. For example, there is a system expert for acquiring domain
knowledge and one for processing natural language queries. If a user’s query provides enough
information, domain knowledge acquisition may not be initiated. The basis for the operation
of I°R can be expressed in one simple principle;

The Quality-In Quality-Out Principle: A query that more accurately reflects the
user’s information need will produce betler results.

This principle, although intuitively obvious, is a succint way of summarizing a range of
experimental results. A more formal way of expressing it comes from the view that document
retrieval is a process of inference [14]. If the contents of a document representative (such as
the title and abstract) can be used to infer the statements made in the query, the document
is retrieved. For example, a user may read an abstract and infer that the document will
address the information need. A retrieval system provides a query language for describing the
information need and a particular inference mechanism, such as that used in the probabilistic
model. This inference mechanism is limited in comparison to the inferences that would be
made by the users of the system. The probabilistic model, for example, typically uses only
information about the frequencies of occurrence of single words in documents to infer that
a document is relevant (i.e. matches the query). Since the system’s inference mechanism
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is limited in comparison to that of the users, the documents it retrieves will not all be
relevant. The other source of error in retrieval is that the query only approximates the actual
information need. A query that is a poor representation of the information need will lead
to poor retrieval results. The two ways to improve retrieval performance are, therefore, to
enhance the inference process used by the system and to acquire better descriptions of the
information need. The first issue is addressed by research in natural language processing
techniques that is described in the last section. The second issue is a major theme of this
paper and the I3R architecture.

The Quality-In Quality-Out principle applies to systems that use statistical techniques,
exact matching of text strings, or matching of domain concepts. Using statistical techniques
based on the probabilistic model as an example, the early retrieval experiments were done
with queries represented as unweighted sets of index terms. Other experiments showed that
when users were able to specify important dependencies or groups of terms in the query and
the relative importance of query terms, retrieval performance improved significantly [15]. For
example, the document retrieval query used in the first section could be represented as a set of
terms {database, systems, retrieval, techniques}. The query more accurately reflects
the information need when database systems and retrieval techniques are identified as
important groups of terms. These dependencies can be identified in a variety of ways, in-
cluding analyzing the query term combinations in Boolean queries or the structure of natural
language queries.

The I3R system, during the query formulation and refinement phase, attempts to build
an accurate description of the information need. This description is referred to as the request
model. The request model contains, amongst other things, a list of concepts and their relative
importance (see Section 4 for details). These concepts are derived from the user’s query and
the domain knowledge. The domain knowledge itself may be acquiréd during this phase. The
knowledge that is specific to an individual user is stored as part of a user model.

The information in the request model is used by the retrieval strategies to retrieve ranked
lists of documents. When retrieval is viewed as an inference process, the ranking is pro-
duced by the certainty of the inference for each document. The current version of the system
provides two statistical retrieval strategies. The main strategy is based on the probabilistic
model and uses information about dependencies between terms and their relative importance
derived from the concepts in the request model. For example, the request model may list
retrieval technique as a concept with an associated importance of 0.7. This is used to
specify that the words retrieval and technique should occur together in relevant docu-
ments. The documents are ranked according to the score [15,16}:

ZT(:.-)W(:.-):.- +A

where z; is the ith term in the set of terms describing a document, T'(z;) is the weight related
to the term’s importance, W(z;) is a weight related to the collection frequency of term 3, and
A is a factor that depends on the presence of dependent groups of words in a particular
document. The summation is done over all the terms in the query.

The second strategy used is a cluster-based search [6]. This additional strategy is provided
because retrieval experiments have indicated that the two strategies tend to retrieve different
sets of documents and, in particular, the cluster search may locate relevant documents when
the probabilistic search fails. The cluster search is invoked when I3R decides that it is
appropriate. This essentially means it will be invoked when the probabilistic search fails to
find relevant documents or when high recall results are required.
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Figure 1: Basic Processes.

The documents in the I3R system are indexed by conventional statistical techniques that
produce index terms based on single words [4]. Statistical retrieval techniques can easily be
extended to deal with multi-word concepts. In future versions of the system, we intend to
use natural language processing (NLP) techniques to identify these concepts for document
indexing. Some research has been done in this area, but many problems remain to be solved
[17,18]. Another research direction being investigated is the use of NLP to compare the
request model to the text in the abstracts and titles of documents retrieved using statistical
techniques. This would provide a more powerful inference mechanism that could be used as
an additional filter in the retrieval process. The use of NLP techniques is discussed further
in the last section.

The evaluation phase involves the user looking at lists of retrieved documents. The user
is able to identify relevant documents and parts of documents such as phrases that are
important. This information is used to update the request model. Evaluation is done in
conjunction with the browsing facility. Browsing has been shown to be an important adjunct
to the document retrieval process [19]. The ISR browsing facility provides access to the

“documents and other information in the database, along with commands to navigate along
links to related information. Browsing can also be an important part of the query formulation
and refinement phase. For example, if a user specifies a particular document instead of a
conventional query, this document can be used to start browsing and building up the request
model.

Figure 1 summarizes the basic processes in the IR system.

3 The I*R Architecture

The processes described in the previous section place strong requirements on the architecture
of the system. In particular, the system must provide a means of monitoring the progress of
a session and controlling the use of the system facilities during the session. These facilities,
such as statistical search strategies, browsing, and query analysis, work on different aspects
of the common problem of characterizing a user’s information need and locating documents
that satisfy that need. In some cases, the system facilities may be competing for system
resources and user attention. Human intermediaries also must be able to satisfy a number
of potentially conflicting goals during their interviews with users [20,21). These goals, which
deal with different types of knowledge acquisition, could be satisfied by following a rigid plan



or sequence of actions. Analysis of typical interviews, however, show that the intermediary
is able to both respond to the requirements of individual users and to structure the dialogue
appropriately [21].

The same type of flexibility should be demonstrated by document retrieval systems. In
the case of the IR system, the flexibility lies in determining which system facilities are
appropriate and the order of using these facilities during a session. For example, some
users may require a very simple retrieval session where they specify a query as a Boolean
combination of index terms, the system retrieves documents, and the retrieved documents
are displayed for inspection. Other users may be prepared to spend more time during the
query formulation and refinement phase doing browsing and providing domain knowledge in
order to find more relevant documents. Supporting these different types of sessions places
additional constraints on the possible architectures for I3R.

The Hearsay-II system architecture [13] was designed to support multiple, independent
knowledge sources that are cooperating on the solution of a common problem. A knowledge
source can be thought of as an expert in some aspect of problem-solving. The sequence of
activation of the knowledge sources is determined at run-time by a scheduler. This enables
the system to respond flexibly to different situations that arise during the solution of the
problem. The knowledge sources communicate indirectly through a shared data structure
called a blackboard. These system characteristics match very closely the requirements for
the I°R system, and this led to I°R being implemented using a variation of the Hearsay-II
architecture. It is also interesting to note that an “information provision” (or intermediary)
system architecture based on the Hearsay-1I model of independent experts limited to data-
directed interactions through the blackboard has successfully been simulated using human
experts [20].

The major system components of I3R are shown in Figure 2. The system experts handle
different aspects of the operation of I3R. Examples of these experts are the request model
builder, the user model builder, and the browser. The experts are capable of operating
independently and communicate through the working memory section of the blackboard. The
scheduler controls the activation of the experts and makes use of a plan and an agenda stored
in the blackboard. The agenda records the actions that system experts could carry out in a
given situation. The plan records information about the state of a session and which actions
are preferred in a given state. Using the plan, the scheduler determines which action on the
agenda has the highest priority and activates the corresponding expert. The knowledge base
contains a range of information about documents, users, and domain concepts. In particular,
it contains the representations of document contents that are used by the retrieval strategies.
The interface manager is responsible for the entire user interface of the system. All output
to the user and input from the user goes through the interface manager via the blackboard.
The following discussion gives more details on the structure and operation of these system
components.

System experts

Each system expert is made up of a number of rules. A rule consists of two parts; a condition
part and an action part. The condition part specifies the state of the blackboard that indicates
the applicability of the rule. The condition part is evaluated by comparing the specified
blackboard state to the current state. It can be thought of as a Boolean expression that
evaluates to either true or false. The action part specifies the actions that are carried out
when the condition part is true and the rule is activated. Any valid program can be an action



USERS
|

INTERFACE

MANAGER -
Plan, SCHEDULER
Agenda | control

KNO;VLEE):DGE
AS
Qs || svomeu
memory EXPERTS
BLACKBOARD

Figure 2: Major System Components.

part of a rule. Examples of rules are (in simplified form);

1. Condition: Request model contains more than three index terms and it contains de-
pendencies.
Action: Perform probabilistic retrieval, place retrieved documents on blackboard in
request model.

2. Condition: Request model contains unevaluated documents.
Action: Obtain user evaluations of documents, update request model.

The first rule forms part of the search controller expert, the second is part of the request
model builder expert.

In the standard Hearsay architecture, a rule would be a single knowledge source. In the
IR system, a knowledge source or expert can contain several related rules, thereby simplifying
the task of the scheduler. To make this point clearer, consider a search controller expert that
contains four rules. If these rules were individual knowledge sources, they may compete for
resources and the scheduler would have to decide between them. On the other hand, if the
four rules were made into one “super” rule by combining the condition and action parts,
the situations that cause particular actions to take place are hidden in the condition and
action part code and could not be easily used to explain the system’s actions to the users.
When system experts are allowed to contain multiple rules, situations may occur that would
activate more than one of these rules. In I°R a simple strategy is provided for choosing
amongst rules in this situation. This “conflict resolution” strategy is to choose the rule with



the most specific condition. If the strategy for choosing becomes.complex, then the rules
should be made into individual experts.
The experts in the current I°R system are as follows;

o The User Model Builder (UMB) collects information about the user in order to deter-
mine if a particular stereotype applies [22]. Stereotypes are used to determine the style
of interaction, goals of the session and other information. Identification of a stereotype
is done with user-supplied information such as an interest in high recall. In I*R stereo-
types are simply global parameters. The other major function of the user model builder
is to acquire knowledge about the user’s domaia of interest. This domain knowledge is
used to refine the request model.

e The Request Model Builder (RMB) constructs a model of the user’s information need.
The major part of this task is to obtain an initial query from the user and to perform
simple statistical indexing on this query to obtain index terms and weights. A number
of different forms of query specification are allowed including natural language, words
connected with Boolean operators, and words or phrases with associated weights. The
request mode! builder also obtains relevance judgments on retrieved documents and
information about the content of individual relevant documents.

o The Domain Knowledge Ezpert (DKE) uses the domain knowledge from the user model
and the knowledge base to infer concepts that are related to those in the initial query.
These concepts are presented to the user for evaluation and eventual inclusion into the
request model. The inference process used by this expert is discussed further in section
5.

e The Search Controller (SC) selects and executes formal search strategies. The strategies

are based on the probabilistic model and clustering. Retrieved documents are placed
in the request model.

o The Browsing Ezpert (BE) provides the user with an informal method of finding relevant
documents by navigating through the knowledge base. The browsing process can start
from a given document, author or index term and follows links to other items in the
knowledge base. The knowledge acquired during browsing is used to update the request
model and may trigger a formal search strategy. Browsing is essentially a user-directed
activity but the system provides recommendations of interesting paths. This expert is
discussed in more detail in section 5.

e The Ezplainer is used to explain system actions in response to user demands. The
technique used is similar to other rule-based systems where an action is justified by
displaying the sequence of rules that led to it. A record of the rules that are activated
in the system (and the rules used in the domain knowledge expert) is stored in the
blackboard. :

Interface manager

The interface manager is separate from the rest of the I3R system. It looks at a particular part
of the blackboard to find requests for information from the user and information to display
to the user. Details of how particular types of information are displayed or requested are the
responsibility of the interface manager. Examples are the layout of a browsing window, how



to display a list of documents, and how to obtain relevance judgments. The requests on the
blackboard for input or output are in the form of coded messages. For example, to display
a retrieved list of documents and allow input from the user on relevance, a message need
only contain a code and a pointer to the retrieved #st of documents on the blackboard. By
placing input and output on the blackboard, each expert is given an opportunity to examine
and evaluate it.

Scheduler

The task of the scheduler is to select, from an agenda of possible activities, the activity that
is most appropriate for the current state of the search session. The selection is based on
assigning priorities to system experts and the rules they contain. The explanation expert,
for example, always has the highest priority because it will only be invoked by the user. The
priorities of the other experts are determined by a plan that also specifies goals that must
be met during a session. These goals are based on those of intermediaries and have definite
relationships to each other. For example, the system cannot search for documents before
getting a description of the information need. The goals, in turn, have subgoals and the
terminal nodes of this goal tree determine the current state of the session and the priorities
of the system experts. Figure 3 shows the default plan for the system. The terminal nodes for
this plan specify not only the priorities of system experts (shown by the ordering), but also
whether a particular expert is appropriate at a given stage of the session. For example, the
Search Controller is not considered for activation during the session phase called Characterize
User.

The plan is represented by a network of goal states and transitions. The transitions can
be either default or exception. The default transitions give the normal path through the goal
states, while the exception transitions allow alternative paths that may be taken when the
session is not producing the expected results. Associated with each transition are conditions
that determine when that transition is taken. The conditions are similar to the condition
part of rules. For example, the condition for the transition from the state Characterize User
to Characterize Information Need is that a user model containing at least one stereotype has
been created. An exception transition from Evaluate Results to Search for Documents occurs
when no relevant documents have been found and the user has finished evaluating documents.
Exception transitions can easily be added to the plan to increase the flexibility of the system.
Plans could also be set up for individual users.

We are now able to describe the basic cycle of the system in more detail. Apart from the
interface manager which operates as an independent process, the cycle is as follows;

1. The scheduler examines the current state of the plan in the blackboard and determines
ifa transition should be made. This determines the session state, the experts that may
run, and their priorities for the next cycle.

2. The experts that are enabled by the scheduler examine the blackboard to evaluate the
condition parts of their rules. A blackboard monitor simplifies this process by recording
which states have changed and the rules that are affected. Agenda records are created
for rules whose condition parts are true. If the condition part of more than one rule in
an expert evaluates to true, one rule is selected.

3. The rules mentioned in agenda records are activated in order of the priority determined
by the scheduler. As the action parts of rules may modify the blackboard state, the
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4. Go back to step 1.

11

Blackboard and knowledge base

monitor determines if a change may have “poisoned” the condition part of an agenda
record waiting for activation.

The blackboard and knowledge base provide the means of describing and storing the data used
in the I3R system. The blackboard contains information that relates to a particular session
and is highly dynamic. The knowledge base provides more permanent storage. Unlike the
Hearsay blackboard, the IR blackboard is not divided into different levels of abstraction. It
simply has six areas that are modified by the system experts, the scheduler and the interface
manager. It may be possible to create abstraction levels for the request model, in particular,
but this is not currently done. The following is a list of the areas of the blackboard;

e Plan: Instantiated for a particular session, records current goal state and transitions.




e Agenda: Activation records. Each record lists an expert and a rule in that expert.
o User Model: Stereotypes and domain knowledge.

e Reguest model: Initial query specification, indexed terms, dependencies, concepts, as-
sociated weights, retrieved documents, relevant documents, non-relevant documents,
rqlevant authors.

o 1/0 Requests: Messages toffrom the interface manager.
e System Journal: Record of rules invoked during session.

The knowledge base can be described in terms of entities and relationships between these
entities. The entities represent important objects in the IR system and the relationships
capture information about the connections between these objects. The entities are documents,
terms, concepts, authors, users and sessions. These entities have a number of properties such
as the title and abstract for a document. There are a number of types of relationships
such as statistical (e.g. document-document similarity measure), bibliographic (authors and
documents), or semantic (synonyms). Figure 4 is a description of the current knowledge base.

The statistical relationships between document pairs and term pairs connect the nearest
neighbors according to a similarity measure. This means that documents (terms) that are
described by very similar sets of terms (documents) will be connected. The nearest neighbor
connections form the basis of cluster searches and probabilistic searches based on term de-
pendencies [6]. The relationships between concepts form part of the domain knowledge and
can be of many different types. Concepts and their relationships are described further in
section 5. Relationships between users and concepts identify the domain knowledge supplied
by the user. :

The knowledge base can also be thought of in terms of a frame-based representation where
each entity description is stored as a frame and the relationships are links between the frames
[23]. Note that the system expert rules are usually regarded as part of the knowledge base.

4 An Example Session

To further clarify the operation of the I3R system, a brief example of a session will be given.
This session will intentionally be kept simple.

The user is initially presented with an “identification” window by the interface manager.
This window is used to enter identification data, such as an account name and password.
The interface manager then posts a message on the blackboard that identifies the start of a
session and the user. The scheduler instantiates the plan on the blackboard with a marker
indicating that the session is in the first state (Characterize User). The basic cycle of the
system then begins.

The condition for transition from Characterize User is that a user model containing at
least one stereotype exists. There is also the general condition that no transition can be made
when there are I/O messages remaining on the blackboard. The scheduler does not change
the session state and enables the UMB and the RMB (see abbreviatons in last secton). The
message on the blackboard corresponds to the condition part of a rule in the UMB. This rule
is entered in the agenda. The RMB would only be appropriate when a user is restarting a
previous session.

The UMB rule is then activated by the scheduler. This rule removes the interface manager
message from the blackboard and then attempts to find a user model for this user in the
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Figure 4: The Knowledge Base

knowledge base. In this case, a model does exist and is placed on the blackboard. This
model contains a stereotype for an experienced user. This information can be used by the
interface manager to change the style of interaction. The UMB then posts a message for
the interface manager to ask the user for session-specific information. At this point, control
is returned to the scheduler. Since there is an outstanding message on the blackboard, the
session state cannot change. The changes to the blackboard do not affect any other rules and
the system waits for the return message.

The interface manager puts a menu of stereotypes on the screen. The user indicates an
interest in high recall results and this information is placed in a message on the blackboard.
A UMB rule is then activated by the scheduler. This rule updates the user model by including
a high-recall stereotype and updates the condition for the termination of the Formal Search
plan state. This condition normally specifies that a list of retrieved documents must exist.
It is modified to specify that more than one list must exist. This will ensure that multiple
search strategies are used.

As there are no outstanding messages and the user model exists, the scheduler changes
the plan state to Get Initial Query. In this state, the RMB is the only enabled expert. It
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instructs the interface manager to display a screen that allows the user to specify an initial
query in a variety of ways. Figure 5(a) shows the screen at this stage of the session. All
windows on the screen have two menus associated with them. The “Window” menu contains
commands that relate to placing the window, scrolling it, etc. The “Content” menu contains
commands that relate to the content of the window. These menu commands are selected
using the mouse pointing device.

In this session, the user gives a short natural language query (Figure 5(b)). This is
processed by the RMB and placed in the request model. If the user had given a different
form of query, such as indicating a relevant document, further dialogue would take place. In
our example, however, the condition for transition is that a request model with index terms
exists and as there are no outstanding messages, the transition to Get Background is taken.

The Get Background stage of the session is potentially the most complex, as a variety of
techniques can be used to refine the request model and acquire domain knowledge. Specifi-
cally, the system can call on the DKE to attempt to infer related concepts to the query and
confirm them with the user. If the knowledge base does not contain any information relating
to the current query, the DKE may request the user to supply domain knowledge as described
in the next section. The RMB may request additional keywords to expand the query if the
initial query contained too many high-frequency terms. The initial query can also be used as
an entry point for the browsing expert and additional information for the request model will
be obtained as the user browses the knowledge base.

The system, however, also provides a facility that allows the user to “skip” a session
stage. This facility is simply a menu command that results in a message being placed on the
blackboard. This message is recognized by the scheduler and causes a transition to the next
state. This is what happens in our example session.

, The next state is Formal Search where only the SC is enabled. The first rule that is

activated uses the probabilistic retrieval strategy to retrieve a ranked list of documents. The
transition condition calls for multiple lists of retrieved documents so the (state exit) transition
is not made. The rule that invokes the cluster search includes a condition that a retrieved
list of documents must already exist. This rule is activated and an additional list of retrieved
documents is created. The transition to Evaluate Documents is made.

In this state, both the BE and the RMB can be used to obtain relevance judgments and
refine the request model. Rules from both experts will appear on the agenda. The RMB rule
has priority and interacts with the user. Figure 5(c) shows the screen with the results of both
searches and some documents already identified by the user as being relevant. The bar charts
indicate the probable relevance of the documents according to their scores calculated using
the retrieval algorithms. Figure 5(d) shows the screen after the user has chosen to “Show” a
document’s contents. The highlighted portions of the document text indicate terms that were
considered interesting by the user. The Content menu for this window contains commands
that allow the user to start browsing.

The final step is to ask if the user is satisfied with the results. If the answer is negative, the
session cannot finish and the scheduler looks for exception transitions. Exception transitions
to Get Background and Formal Search exist. The first transition will acquire more details
for the request model, the second is the means of implementing relevance feedback. The
transition that is taken will depend on the history of the session and, in this case, the
transition will be to Get Background because this state was “skipped”.

The example session shows that, from the point of view of the user, the interaction with
I3R can be as straightforward as a conventional system. The difference lies in the variety of
facilities and the flexibility of their application in ISR.
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5 Domain Knowledge

The representation and use of domain knowledge is a significant part of I°R [16]. The following
is a summary of the main features. The domain knowledge represented in ISR is very similar
to the knowledge provided in a thesaurus. The novel features of this system are the inference
process used to infer concepts from queries, the use that is made of those concepts, and the
emphasis on acquiring knowledge from users. The same inference process could be applied
to domain knowledge acquired from a thesaurus, if this knowledge were represented in the
form described here. The definition of a concept is necessarily vague in that it represents
an important “chunk” of a particular domain. The usual manifestation of a concept in text
will be as a keyword or phrase. The concept described by the phrase “document retrieval”,
however, may actually appear in text in a variety of ways. The description of a domain
concept in I3R consists of three parts;

1. The x.Jame of the concept.
2. Information about how the concept can be recognized in text.
3. The relationships between the concept and other concepts.

These parts are contained in a concept frame which is stored in the knowledge base. This
representation combines and generalizes aspects of the representations used by Shoval [24]
and in the Rubric system [25].

The first part of a concept description is self-explanatory. The second and third parts
are more complicated and are used by the inference mechanism. The second part contains
recognition rules that describe the different ways in which a concept can be recognized in a
text passage. These rules are different than those used to describe system experts and are
used only by the domain knowledge expert. The simplest form of a recognition rule is

If stem then Concept (C).

This rule recognizes Concept with certainty C if stem occurs in the query text. Certainty
values express the degree of confidence the user has in the rule and are between 0 and 1. A
certainty value can be thought of as a conditional probability, which in this case would be
of the form P(Concept|stem). Recognition rules of this type are used in most single-word
concepts and they form the main connection between the stem-oriented index terms generated
.in I®R and the concepts represented in the domain knowledge. An example of this rule is

If ‘informat’ then Information .(.9).

More complex rules involving stem endings can be specified. In general, there can be multiple
rules for recognizing a concept specified in a concept frame. Another important type of rule
refers to the presence of other concepts. For example,

If Information and Retrieval then Information.Retrieval.

Again, more complex forms of this rule can be specified.

The third part of the concept frame describes the relationships of a concept to other
concepts. The types of relationship that are used are;

e Synonym.

o Generalization. This represents the broader/narrower term hierarchy found in a the-
saurus.
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o Instantiation. The concept is an instance of another concept. For example, Vax is an
instance of Computer.

¢ Part-of. The concept is a component of another concept. This is not the same as the

recognition rule that refers to other concepts. An example is that Processor is part-of
Computer.

e Cross-reference. This is a catch-all relationship to indicate that a concept has some
similarity to another concept.

Each of these relationships is bi-directional. Note that recognition rules can also be
thought of as defining a type of relationship. Figure 6 presents some domain knowledge
represented as concept frames. In this figure, only some frames are shown in detail.

It is important to stress that the domain knowledge is intended to be derived mainly
from interaction with the users. This means that during the Get Background stage of the
session, the system enters into a dialogue with the user to verify concepts that have been
inferred and to request more information on domains that are not well-specified in the current
knowledge base. To facilitate the domain knowledge acquisition, the system will provide a
simple interface for specifying concepts and the relationships between them. The system can
also supply default certainty values. Domain knowledge acquisition is optional, but it is an
important part of improving the effectiveness of retrieval. It is hoped that by emphasising
the benefits, users will be encouraged to provide this information. Another point is that
domain knowledge is acquired gradually through individual search sessions. This is a very
different approach than trying to construct a thesaurus for an entire subject area before
searching. Although the system can operate with no domain knowledge, it seems reasonable
for a domain expert to “prime” the knowledge base with some key concepts. Research
concerned with automatically identifying domain concepts is mentioned in the last section.

Given a particular query and assuming that some domain knowledge is available, the
domain knowledge expert will attempt to infer concepts that are related to the query. The
recognition rules and relationships in the concept frames define an AND/OR tree of concepts
[23]. The AND nodes in the tree represent the recognition rules in that a concept represented
by an AND node is recognized (or inferred) if each of the concepts represented by the children
is recognized. More complex recognition rules put additional constraints on the recogrition
but every child node must be recognized. The OR nodes, which represent the relationship
rules, can be inferred whenever any child concept is inferred. Figure 7 gives an example of
the AND/OR tree for the concept frames of Figure 6. The inferences represented by the
relationship rules are bi-directional and, therefore, the inferences only form a tree from the
point of view of a particular concept. For example, if Computer.Vision was inferred from
the concepts Computer and Vision, the concept Pattern_Recognition could be the next
inference.

The certainty values associated with rules are used to derive certainty values for inferred
concepts. These values are provided by users or by defaults that are related to the type
of rule. For example, the default certainty for a synonym relationship is .9, for a cross-
reference it is .6. Certainty values can be combined in a variety of ways [25]. If the certainty
values are viewed as probabilities, then this combination can be difficult. A simpler approach
results from treating the certainty values as fuzzy set membership values. There are two
cases; inferences involving AND nodes and OR nodes. We shall illustrate the combination of
certainty values using simple examples of these inferences. A simple rule that is associated
with an AND node is
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Name:ArtificialIntelligence

v

Name:ComputerVision
Recognition:(Computer AND Vision)(.8)
{ Generalization(ArtificialIntelligence)(1)

Name:PatternRecognition

Cross-Reference(PatternRecognition)(.7)

comput Name:Computer

(TERM) Recognition:(ENDING(comput)=‘er')(.9)

Used-in(ComputerVision)
Has-instance(Vax)(1)

Has-part(Processor)(.8)

Name:Vax Name:Processor

Instance-of&é;mputer) (1) ' Part-of(cc;z;imter) (.8)

Figure 6: Domain knowledge as concept frames
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Computer_Vision

Pattern_.Recognition

Cogputer Vision

Processor

Figure 7: An AND/OR tree of concepts.
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IfA andB then C (X).

In this rule, A,B, and C are concepts and X is the certainty associated with the rule. A and
B can have their own certainty values associated with them, represented as ¢(A) and c(B).
The overall certainty associated with the inferred concept C is defined as

¢(C) = minlc(A), ¢(B)].X
For the corresponding OR rule, the certainty is
¢(C) = max|c(A), ¢(B)].X

The combination of certainty values when any number of concepts are involved in the inference
takes the same form.

Using the AND/OR tree as a basis, we can describe the inference process used in I°R.
The process uses two lists; a list of the concepts inferred so far (concept-list) and a list of
inferences that remain to be done (pending-list). These lists are data structures that are
local to the domain knowledge expert. Each entry on the concept-list contains the name of
the concept that has been inferred, the certainty value and the chain of inferences that was
followed to that concept. The latter information is used to explain the inference of a concept
to the user.

The first step in the inference process is to use the stems from the query text to locate
the concept frames that can be directly recognized from them. This set of concepts is placed
on the concept-list. The domain knowledge expert then tries to infer all concepts that are
directly related to this initial set. In terms of the AND/OR tree, this means that the system
attempts to move one level up the tree from the initial nodes (which are usually terminal
nodes).

The first inferences that are done are those involving the OR nodes (concept relation-
ships). These inferences can be made directly and are put on the concept list. The only
relationship types that are used at this stage are synonym, cross-reference and instantiation
in the direction of the general concept. As each concept frame on the initial concept list
is examined, the inferences that involve AND nodes are put on the pending-list. From the
example in Figure 7, if Computer was a concept established from the query, the inferences
involving Vax and Processor are no! done and the inference involving Computer_Vision is
put on the pending-list.

After examining each of the initial set of concepts, the Domain Knowledge Expert at-
tempts to infer the concepts on the pending-list. This involves looking at the child concepts
of the AND node and attempting to infer them. This process of working backwards from
a goal concept is called backward chaining. By combining forward and backward chaining,
the system directs the inference process towards establishing the concepts that are closely
related to the query. In our example, the domain knowledge expert would attempt to infer
Computer_Vision by inferring Computer and Vision. Computer is present on the concept-list
and has been inferred. The Vision concept frame is then examined to find what concepts
can be used to infer Vision.

After attempting to infer the concepts on the pending-list, the system presents the
concept-list to the user in order of decreasing certainty (and eliminates duplicates). A thresh-
old value can be used to prevent showing concepts that are not strongly related to the query.
The concepts identified as being of interest, together with their certainty values, are added to
the request model and used in subsequent searches with the probabilistic retrieval algorithm.

If the user requires more suggestions or if the system considers that not enough concepts
have been identified, the inference process can be carried further.
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6 Browser

The browsing expert provides the user with a means of navigating through the knowledge base
from given entry points. While browsing, the user identifies documents, terms or concepts
that can be used to refine the request model. The knowledge base can be displayed graphically
as a network of nodes and links. Nodes represent entities such as documents and links
represent relationships between the entities.

A browsing window displays the network in the neighborhood of a central node. Figure
8(a) shows a browsing window containing 3 document nodes and a square representing 25
documents that are cited by the central document. The contents of a node are examined
by selecting the node with the mouse. The “Window™ menu provides direction commands
for navigating through the knowledge base without examining node contents. Three types of
link are shown,; links to nearest-neighbors (NN), a link to the documents cited by the central
document (Bib), and a link to the document that cites the central document (Cite). The
document node shown with diagonal stripes has been recommended by the browsing expert.
The recommendation is based on a number of criteria, including an emphasis on document
nodes and the number and strength of connecting links to the central node. The user is,
of course, free to choose any node to become the next central node. Figure 5(b) shows the
screen after the central document has been selected for display. In Figure 5(c), the user has
selected the author and a term in the central document as being of interest. This leads to
nodes representing that information appearing in the browsing window. These nodes can
then be used to go to other parts of the knowledge base. The central document is shaded
black to indicate that the user specified that it was relevant.

The browsing process can be viewed as a semi-automatic version of a spreading activation
search of the knowledge base network [23]. This type of search activates nodes connected
to given starting points. The level of activation depends on the number of connecting links
and the strengths of the connections. The spread of activation is controlled by a mechanism
such as a threshold on the activation level. In the IR browser, the spread of activation is
controlled by the user.

7 Implementation and Evaluation

A prototype of the I°R system is being implemented in CommonLisp and C on a MicroVax-II
workstation. This workstation provides the high-resolution graphics capability and processing
power required for the system. The current version of the system implements the basic
architecture of IR as shown in Figure 2. Apart from the search controller, the experts
are currently very simple. The allows a complete search session to be carried out, but the
options available at each stage of the session are limited. The retrieval algorithms_ have been
implemented in C and the indexing algorithms in Lisp. The current system contains over
200 CommonLisp functions and 200 lines of C. The knowledge base for the CACM collection
of documents (7] has been partially implemented using the RDB relational database system
[26]. The database system provides a flexible means of storing the statistical part of the
knowledge base and algorithms for the probabilistic search, the cluster search and nearest
neighbor generation have been designed to take advantage of the access methods provided [6].
RDB also supports the storage of variable-length text fields such as the abstract. Currently,
only simple domain knowledge is stored in the database. In particular, synonym and cross-
reference relationships together with the associated certainty values are stored as relations.
Recognition rules are not stored. The requirements for representing domain concept frames
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and efficiency problems with the current database implementation (response times for queries
vary from 45 seconds to 4 minutes) have led us to consider implementing the next version of
the knowledge base using a frame-based representation language.

A major issue in the development of a new system such as ISR is evaluation. Conventional
retrieval systems are based on a single search strategy that can be compared to other search
strategies using effectiveness measures such as recall and precision. The situation for IR is
complicated by the highly interactive and flexible nature of a search session. Even comparing
just one facility, the browser, to conventional search strategies is a difficult task [19]. Another
complication is that the current state of the prototype system prevents us from undertaking
user studies.

The evaluation of the retrieval strategies used in ISR has, however, already been done
in previous research. The formal strategies used have been tested extensively. The results
have shown them to be effective and, given additional information in the request model, the
effectiveness definitely improves. Relevance feedback, another well-tested and effective tech-
nique, is incorporated in the system. In other words, the basis for the simple search sessions
supported by the current I3R system has been shown to be the most effective way of using
statistical strategies. The parts of the system that have not been adequately tested involve
the domain knowledge expert and the browser. In particular, the levels of improvement that
can be obtained using concepts found by the DKE have not been established. Salton’s ex-
periments with a thesaurus in which he obtained significant retrieval improvements indicate
the type of results that can be expected [27]. Some evidence also exists that browsing is a
useful tool to provide to users of a document retrieval system.

The I3R system can place more demands on the users than a conventional system. It
can, however, provide more assistance and explanation than a conventional system. The
effectiveness of the system (i.e. the underlying retrieval strategies) depend heavily on the
amount of effort made by the users in specifying their information needs (the Quality-In
Quality-Out Principle). It should be remembered that, at worst, the system will function in
exactly the same way as a system that simply takes a query and retrieves documents. It is our
opinion that users who are prepared to discuss their information needs with intermediaries will
be willing to provide I3R with the domain knowledge that would lead to improved retrieval
performance.

8 Future Research

The main area of future research involves the use of NLP techniques. In particular, we are
interested in techniques for identifying concepts in text. An obvious use of these techniques
is to identify concepts in query texts and some work has been done in this area. For example,
Sparck Jones and Tait [9] built a system that identified concepts in query texts and then
generated variants that were used for searching. A facility for indentifying concepts using
NLP could be incorporated into the domain knowledge expert.

The document texts of titles and abstracts present different challenges. In the current
system, the concepts in the request model are matched with the document texts only through
the index terms derived from them. A better approach would be to use NLP to infer that
a given query concept occurs in a document text. The matching or inference is done at the
concept rather than the single word level. This detailed matching process would, however,
probably only be used on the documents already identified by the statistical strategies as
potentially relevant. This would significantly reduce the amount of processing required.

The most difficult task is to identify concepts in new document texts that can be used
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for indexing. The document representatives would then contain concepts and single words
derived from those concepts. It is important to keep some form of simple indexing because
individual users may specify concepts in different ways. Statistical retrieval techniques can
be used with concepts as well as words and the documents retrieved could still be analyzed
in more depth. The principle advantages of this approach are the potential reduction in the
size of document representatives and the identification of concepts that may be included in
the domain knowledge. This is the general approach of some indexing techniques based on
the identification of important syntactic units [17,18].

Many difficult research problems remain to be solved in order to apply NLP to document
retrieval. One of the major objections has been the amount of lexical or dictionary information
required for individual words in order to do effective analysis. This objection appears to have
been addressed by recent research on the processing of machine-readable dictionaries [28].
The limited nature of the document retrieval task, the fact that there are ways to limit the
role of NLP in these systems, and the continued progress in NLP research are all reasons to
be optimistic about the use of NLP for document retrieval. Our aim is to use the IR system
as a vehicle for this research.
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