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ABSTRACT

CONSTRUCTIVE INTERPRETATION OF HUMAN-GENERATED EXCEPTIONS
DURING PLAN EXECUTION

FEBRUARY 1991

CAROL A. BROVERMAN, B.S. PsycHoLoGY, TUFTS UNIVERSITY
M.S., COMPUTER SCIENCE, UNIVERSITY OF MASSACHUSETTS

PH.D., COMPUTER SCIENCE, UNIVERSITY OF MASSACHUSETTS

Directed by: Professor W. Bruce Croft

In realistic settings, several factors limit the utility of planners based on the
classical nonlinear hierarchical paradigm. The need for human supervision, the
inherent incompleteness and incorr_ectness of models of complex domains, the
dynamic nature of the real world, and the frequency of unexpected occurrences
while carrying out a calculated plan all imply the inevitability of run-time
discrepancies. Previous approaches have viewed deviations from expectations
as destructive events, devoid of any valid semantic basis. In contrast, this
thesis promotes a constructive approach. We adopt the assumption that the
behavior of human agents who interact with the planning system is purposeful,
even when it may be inconsistent with system expectations. We claim that
the actions of human agents are often misinterpreted as failures, due to gaps

in the domain model.

This thesis focuses on an interactive planning framework, and describes

vi



an approach that intelligently resolves detected inconsistencies resulting from
the actions of human agents. Through a process of controlled explanation,
unusual occurrences are incorporated as valid contributory events, thus avoid-
ing extensive replanning. Explanations are based on a theory of rationales,
encoded as plausible inference rules and operationalized for use as a problem
detection and correction mechanism. Initial points of failure are categorized
according to a taxonomy of ezceptions, and the relevance of an exception to
the current plan context and domain model is established. Amen;lments are

then made to the partial plan and/or the domain model to restore consistency.

A robust planning architecture results that resolves unanticipated contin-
gencies in a constructive fashion whenever possible. In addition, exception
handling is used as an opportunistic entry point through which additional
knowledge acquisition and refinement takes place. New knowledge acquired
during the handling of exceptions produces an augmented knowledge base and
improved subsequent system performance. A Common-Lisp prototype demon-
strating the approach described in this thesis is implemented on a TI-Explorer.
User studies support the adequacy and coverage of our exception taxonomy

and rationales.
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CHAPTER 1

OVERVIEW

There is a trend in recent planning research to move the focus away from
the controlled “blocks world” and address the requirements of more realistic
settings. In many real-world situations, human intervention and supervision
is often necessary, and unpredicted events can occur in the context of a pre-
calculated long-term plan of action based on an incomplete domain theory. In
applications such as C*I (command, control and communications intelligence)
or other tactical situations, a dynamic change in the physical environment
may alter plans, and adversarial actions must also be anticipated and counter-
acted. Alternatively, in laying out a plan in an application such as intelligent
tutoring, unexpected actions by the student should be taken into account and
incorporated into the overall plan for teaching the task at hand. In fact, in
any situation where unexpected events or actions may take place, a computer-
based system must be able to deal gracefully with such occurrences, taking

care to preserve as much of the original plan as possible.

The methods embodied by the classical nonlinear hierarchical planning
paradigm can be of practical use in loosely constrained settings such as those
just described, although making the required extensions to the very limited

representation used by provably complete and correct planners results in the



loss of these theoretical properties [13]. The SIPE planner is one attempt to
modify the classical planning paradigm to make it more suitable for solving
practical problems [72, 73, 74]. This thesis takes yet another step in this di-
rection, focusing on the role of human agents in cooperative plan development

and execution.

We are concerned with using planning techniques to support the work of
human agents in the performance of practical complex tasks. In particular,
this thesis provides an approach towards the resolution of exceptional behav-
ior during interactive plan generation and execution that will inevitably arise
in realistic settings involving human agents. In this chapter, we first describe
characteristics of the planning problem in a cooperative setting (Section 1.1).
Section 1.2 then describes how exceptional events can occur within this inter-
active frarhework, and the primary aims of this thesis on exception handling
are described in Section 1.3. Section 1.4 outlines the architecture that we
have proposed and implemented to address the problem of handling excep-
tions within the framework we have identified, illustrating the capabilities of
the system with an example from the domain of conference planning in Section
1.5. Finally, we briefly describe the implementation in Section 1.6, and a guide

to the remainder of the thesis is found in Section 1.7.

1.1 Planning in a Cooperative Setting

Tasks that are performed by people in contemporary work environments are
complex and detailed, usually involving multiple interrelated steps as well as

communication and cooperation with other agents. For example, an individual

—3 3 13
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planning an academic conference is responsible for arranging the logistics of
where the conference is to be held, where to house attendees, and who will be
on the program committee, as well as for the delegation of subtasks to other
agents, such as the refereeing of submissions and the catering of meals and

coffee breaks.

1.1.1 Sources of Knowledge

Several sources of information must be available in order to successfully

plan and execute a complex task. These are described below.

Taxonomic knowledge of domain objects and activities

The activities pertinent to the domain must be known in terms of the goals
they are able to achieve, the effects that result from their performance, anci
conditions on their execution. For example, the program chair who is planning
a conference must know what is involved in issuing a call for papers, such as
establishing the date and requirements of the submission, and getting the call
typeset, printed and distributed (see Figure 1). The domain objects that are
manipulated by the activities of the domain should also be known, along with
any interrelationships (an example object description is shown in Figure 2).
Together, this knowledge constitutes the basic building blocks that determine

how conferences are to be run.



{ACTIVITY process.call.for.papers
*agents: 7agent
*goal: status(?call, issued)
*input-goal-vars: 7call
*decomposition: call-for-papers-typeset = status(?call,typeset)
call-for-papers-printed = status(?call,printed)
call-for-papers-distributed = status(?call,
distributed)
xconstraints: ?call is of type call.for.papers
7agent is of type program-chair
*control: (BEFORE call-for-papers-typeset call-for-papers-printed)
(BEFORE call-for-papers-printed
call-for-papers-distributed)

Figuré 1: The process-call-for-papers activity

{0BJECT call.for.papers

*gubclass.of: written.material

*meeting: VALUE-CLASS: technical.meeting

*gtart.date: VALUE-CLASS: date

*finish.date: VALUE-CLASS: date

*location:

*gponsors: VALUE-CLASS: (one.of professional.organization)

*key.organizers: '

*meeting.scope:

*meaeting.purpose:

*types.of .papers.desired:

*due.date: VALUE-CLASS: date

*acceptance.notification.date: VALUE-CLASS: date

*where.to.send:

*status: VALUE-CLASS: (one.of created typeset printed
distributed issued)

}

Figure 2: The call-for-papers object

3




Constraints

Many tasks are restricted in that they can only be performed in particu-
lar settings, are permitled to manipulate a restricted set of resources, or the
substeps that make up a task must be accomplished in a particular order. For
example, the control section of Figure 1 states that the call for papers must be
typeset and then printed before the document can be distributed. Other ex-
amples of constraints in the conference domain are: a registration form cannot
be sent out until it has been completed, participants cannot be issued name
badges until they have registered, and an individual cannot be selected to be
on the program committee for a conference if they are a student. Time limits

also frequently apply with regard to the completion of task milestones.

In addition, constraints apply to the domain objects that are manipulated
by domain activities. For example, Figure 2 illustrates that the status of a
call for papers can be created, typeset, printed, distributed or issued, and the
sponsor associated with a call for papers must be one of the known professional-

organizations.

Agent capabilities

A planner must have knowledge of the capabilities of other agents in order
to delegate subtasks. Note that according to Figure 1, the agent responsible
for issuing the call for papers should be the program chair of the technical
meeting being planned. When the planner is working on the part of the plan
involving issuing a call for papers this agent specification will be used to elicit

the assistance of the appropriate individual(s).



Contingency tactics

In dynamic domains, it is important to have knowledge of how to over-
come difficulties that might arise during the planning and execution of the
task. For example, if the conference headquarters hotel is damaged by fire a
month before the conference is to be held, arrangements must be made for an
alternative site and everyone involved must be notified of the change. Alterna-
tively, if the program committee decides to change the format of the original
technical program schedule, arrangements must be made to eliminate or move
the corresponding coffee breaks, fill in slack time or eliminate sessions if neces-
sary, or reschedule rooms. In addition, the system may need to contend with
a potential situation in which the program chair chooses an alternative route
to issuing the call for papers, perhaps by contracting out the activity to an

in-house service provided by the sponsor.

1.1.2 Managing Complex Tasks Involving Human Agents

The intricate makeup of tasks in most organizations implies a distinct need
for task management facilities. The proliferation of project management tools
[48] attests to the need for the planning and monitoring of complex tasks.
Unfortunately, current project management techniques do not represent task
components at the level of detail which is necessary to intelligently monitor
task performance, and provide little help with plan generation. Usually, human
agents must construct the entire task by hand, with the tool providing support
for specialized aspects of the task, such as the detection of time-dependent

conflicts and critical path computation.

3
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An obvious next step is Lo adopt a more global view of complex tasks and
provide more support for the task plan generation process. This view should
incorporate a model for the coordination of the various special purpose tools
that currently provide partial support for human activities in complex orga-
nizations, such as word processors, software compilers, and electronic mail
facilities. An advance in this direction depends on an explicit and rich repre-
sentation of task knowledge that is amenable to computation. In this regard,
efforts have been made to apply artificial intelligence planning techniques to
assist in the effective planning and completion of complex tasks. Computer-
based planning techniques can be used to construct a detailed step-by-step
procedure representing the typical way to achieve a particular task goal, au-
tomatingb much of the tool usage and coordination. The level of complexity to
be managed by the human is thus significantly reduced. Specifically, the tech-
niques of (1) plan refinement, (2) subgoal interaction detection and correction,
and (3) the control of search through the management of constraints that are
provided by the classical nonlinear hiearchical planning paradigm [65, 63, 71]
can be brought to bear on the problem of intelligent task management. Re-
sulting systems have been described as intelligent assistants for human agents

in an organizational setting [11, 17, 33].

The application of “NOAH-style” [55, 63, 73] planning techniques has gen-
erally been restricted to settings in which the domain is relatively narrow and
specialized, and the agents who execute the plan are neither rational! nor au-
tonomous. For example, in robot planning, a robot who is executing a planned

task is a “dumb executor” who follows commands and is incapable of making

1 Rational here is intended to mean “capable of reasoning and making intelligent
decisions.”



TASK
GOAL

PLANNER USER

Figure 3: A cooperative planner

independent decisions that contradict the directives of the planner. In con-
trast, one of the most distinctive characteristics of the application of a planning
paradigm to many real-world settings is the significant involvement of human
agents who do exhibit rational and autonomous behavior. A problem-solving
environment involving human agents thus has some important features which

must be considered in the design of systems for use as intelligent assistants:

¢ Human agents initiate planning. The planner is invoked by human
agents to assist in task management. The planner should be regarded as

under the control of the human agent.

¢ Planning is interactive. The planner is not a stand-alone system;
tasks often cannot be fully automated. In general, the human agents
and planner cooperate in an atiempt to achieve a common goal, namely
the achievement of the goal of the task (see Figure 3). The user incre-
mentally supplies salient information in the form of control decisions or

parameter values to guide the planning process. This interaction im-
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poses constraints on the ongoing development of the partial plan for a

task goal.

Planning and execution are interleaved. A common mode of con-
trol in a hierarchical planning system is typified by the ezpand-criticize
loop used by NOAH [55]. In that and other similar planners, a complete
level of the plan is expanded and criticized at a time, and all execu-
tion takes place only after the plan is completely expanded. This sim-
ple breadth-first approach is not appropriate for all environments. In
some environments, the planner must wait for the user to execute an
information-providing action before it can continue planning. For exam-
ple, hotel selection for a conference cannot be made until it is known
how large the conference is expected to be. Primitive actions by the
user often constitute the execution of steps in the plan. In addition, the
execution of actions by the planner may provide information necessary
in order to predict what the user should do next towards accomplish-
ing the task. Therefore, a depth-first processing strategy that involves
interleaving execution with planning actions is more appropriate for a
cooperative planner. This planning cycle is better characterized as a

pick-(ezecute or ezpand) cycle [43].

The domain is underspecified. A typical domain in an organizational
setting does not have easily defined boundaries and can be diflicult to
specify. The successful construction and execution of a plan in such an
environment requires the availability of common knowledge about task

management, resources and contingency planning, as well as specific do-
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main knowledge, and it is impossible to guarantee that an initial domain

specification will be either correct or complete.

e The setting is dynamic. It is hard to prespecify all possible ways
that task goals may successfully be achieved, as well as to anticipate the
unexpected occurrences during execution that may alter characteristics
of the initial setting upon which the plan was based. In addition, the
general policies in the domain of concern that are in effect during the

initial construction of the task descriptions may change over time.

1.2 Exceptions

The characteristics of a cooperative plan setting just described result in
inherent limitations of an interactive planning system with respect to the real
world. No matter how carefully a plan for a task may be conceived, something
frequently may go wrong during its execution, or an unexpected contingency
can cause the plan to go awry. We give a general definition of the term
ezception to refer to any <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>