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1 Introduction

The demand for real-time communication in data networks such as Internet has grown rapidly in recent
years. Two important examples are voice and video communication over the Internet — applications that
require timely delivery of data packets. To be able to guarantee such delay requirements, the network has to
reserve resources at the links on the path of the given real-time flow. Several flow setup protocols that convey
end-to-end user delay requirements to the links have been proposed and are in the process of standardization;
these include RSVP [2] for the Internet, and ATM signaling [1] for ATM networks.

The problem of providing delay guarantees at a network link is the focus of much current research. Much
of this work focuses on the issue of packet scheduling — determining the order in which queued packets are
forwarded over outgoing links at switches and routers. This order determines the packets’ waiting time in
the link’s queue, and ultimately the delay that the link scheduler can guarantee. Several analytical models
for link scheduling have been proposed in the literature. A variant of Weighted Fair Queuing (WFQ) [4]
(also known as Generalized Processor Sharing (GPS) [13]) was proposed in [14] to guarantee a maximum
queuing delay by reserving a certain amount of link bandwidth for the given flow. Although simple, this
policy is known to be sub-optimal. Another discipline, Earliest Deadline First (EDF) [12] associates a per-
hop deadline with each packet and schedules packets in the order of their assigned deadlines. EDF has
been proven to be an optimal scheduling discipline in the sense that if a set of tasks is schedulable under
any scheduling discipline (i.e., if the packets can be scheduled in such a way that all of their deadlines are
met), then the set is also schedulable under EDF. Also, Rate-Controlled EDF [15] was proven to outperform
GPS in providing end-to-end delay guarantees in a network [7]. In the present work we adopt the Rate-
Controlled model where the EDF scheduler of each link has an independent contribution to the end-to-
end delay guarantee of a flow. The end-to-end admission control is thus reduced to EDF schedulability
verifications at each link.

Sufficient conditions for the EDF schedulability of flows have been proposed for some particular cases of
flow characterizations [8, 16]. Recently, a set of necessary and sufficient conditions for flow schedulability
has been put forward by [11, 6], using a general characterization of flows. The fact that EDF is an optimal
scheduling policy and that there exist necessary and sufficient conditions for schedulability makes EDF an
attractive choice for providing delay guarantees for real-time flows. There are, however, two important
concerns about the practicality of EDF scheduling. First, the implementation of EDF scheduling requires a
search of O(log@) time in the list of packets (ordered by their deadlines) waiting in the queue of length () for
transmission. This issue has been successfully addressed in [10], where the search time is brought to constant
(O(1)) time by discretizing the range of packet deadline values. The second issue is that, although the EDF
schedulability conditions in [11] can be expressed simply, the algorithms to perform these schedulability
tests can be computationally complex, or, in the general case, require an unbounded number of values that
must be checked.

In this paper we consider the problem of simplifying the computation of EDF flow schedulability con-
ditions and present simple and computationally efficient algorithm for performing flow admission at links

using EDF scheduling. We take advantage of the particular flow characterization (peak rate, mean rate and



burst size) proposed in the emerging standards of Internet Integrated Services [14] and ATM signaling [1].
We find that our algorithms have low complexity (O(N)) where N is the number of admitted flows at the
EDF scheduler at the moment of the algorithm’s invocation. We further simplify these algorithms signifi-
cantly by discretizing the range of values for certain flow parameters (the horizontal position of the concave
point of flow’s envelope) to a predefined set of values. We obtain a very significant improvement in the
execution time (two orders of magnitude speedup), with the additional benefit of the execution time being
no longer dependent on the number of flows admitted at the scheduler. We examine the relative performance
degradation (in terms of the number of flows admitted) incurred by the discretization, and find the tradeoff
to be small.

The remainder of the paper is organized as follows. In Section 2 we describe the requirements imposed
by IP and ATM flow setup protocols on the local (link) admission control. In Section 3 we derive simple
admission control algorithms for flows characterized by peak rate, average rate, and burst size and further
simplify the admission control algorithm through discretization. In Appendix C we show how to simplify
further the admission control algorithms in the case that flows are characterized by (average rate, burst
size) envelopes, i.e. the peak rate is not bounded. In Section 4 we evaluate by simulation the performance
in computation time and flow admissibility of exact and discrete admission control algorithms. Section 5

concludes the paper.

2 Flow Admission Control in Networks: EDF Schedulers

Flow setup protocols for real-time flows such as ATM signaling and RSVP with Guaranteed Services have
certain requirements for flow admission control algorithms at a link. In this section, we examine these
requirements; in Section 3 we present specific admission control algorithms meeting these requirements.

Consider a source that wishes to establish a flow f to a destination using ATM signaling. It sends a
SETUP message to the destination, including information such as the flow’s traffic characteristics (maximum
cell rate, sustained cell rate, maximum burst size [1]), and the maximum allowable end-to-end delay, ¢, .
At each link [ along the path from source to destination, the minimum delay that link / can guarantee to f,
d 1 1s computed, and added to ?lfc, the cumulative delay included in the SETUP message. If at some node
the cumulative delay ?ifc exceeds the maximum allowable delay dy, , the flow cannot be accepted, and a
RELEASE message is returned. Otherwise, at the end of the first pass (at the destination node), ¢, > d fe
and the flow is accepted. A CONNECT message is returned on the same path to the source, assigning a
delay dy > Eﬂ to flow f at link / on path P, such that} ;. p dy; < dfy, according to some delay division
policy (see for example [5]).

Consider the RSVP protocol [2] in conjunction with Int-Serv “Guaranteed QoS” specification [14],
protocol that is designed for real-time communication in Internet. In this protocol, the source of a real-time
flow sends periodic Path messages to a unicast or multicast IP address. The source includes in the Path
message the flow’s characteristics. At each link / on the path to the receiver, the minimum delay that link /

can guarantee to f ,Elﬂ is computed and added to ?ifc, the cumulative delay, which is sent in the Dj,; term



of the TSpec in the Path message. A receiver that requires end-to-end delay guarantee ¢, and receives a
Path message, compares dy,, with the minimum end-to-end delay that can be guaranteed by the network,
d fe- Wdypy < d fe» the receiver decides that its delay requirement cannot be guaranteed. If ¢, > d fe» the
requirement can be satisfied, and the receiver sends a Resv message back to the sender including ¢,,, its
delay requirement in the delay slack term S of RSpec. On its way to source, which is the same route that
Path had, Resv assigns a delay df; > Eﬂ to flow f atlink [, such that } ;. p df; < d¢p,, according to some
QoS division policy (see for example [5]).

We see that each of the above flow setup protocols requires that a local admission control procedure can

be invoked at each link [ with the following capabilities:

e given a flow f and its characteristics, provide the minimum delay_@cl that link / can guarantee to f,

based on the current state (set of reserved flows) at the local scheduler;

e given a flow f,its characteristics, and a requirement dy; > d 1, reserve resources at the local scheduler

following the admission of f.

In the following we examine how to provide these capabilities in the case of EDF scheduling.

[11,6] have given flow schedulability conditions at EDF schedulers for flows characterized by envelopes,
or rate-controlling functions. Consider a data flow f with the amount of arrivals (measured in bits/second)
in the time interval [t;, ¢2] denoted by Af[t1,?2]. The flow is characterized by an envelope A%, an upper

bound on the flow’s arrival pattern, if:
Aplt,t + 7] < Af(1) VE>0,Y7 >0

We take A’}(t) = 0,Vt < 0, and we consider A} to be non-decreasing. Note that, in order to provide a
better intuition, in this paper we measure the traffic in number of data units (bits) rather than transmission
time (seconds), the latter being used in [11].
Let N' = {1,2,..N} be a set of flows, where flow i € N is characterized by the envelope 4. The
stability condition for a work-conserving scheduler (thus including the EDF scheduler) is ([11], eq. (5)):
o Tiew A (1)

t—00 ct

<1 )]

where c is the constant rate of the link (bits/second). Assuming a preemptive EDF scheduler or negligible
packet sizes (as in the case of ATM cells) we give the following variant of the schedulability condition

proposed in [11] for the set N of flows:

Theorem 1 (Liebeherr,Wrege Ferrari 1994) Let N be a set of flows, stable by (1), where flow i € N is
characterized by the envelope A' and has a maximum packet delay of d;. The set N is EDF-schedulable if
and only if:

> Af(t—d;), Vt>0 ()
iEN



It is easy to show, following the proof in [11], that the above Theorem (having eq. (2) V¢ > 0) is equivalent
to Theorem 1 of [11] (having eq. (2) V 0 < ¢ < By, where B is the maximum length of a busy period).

We say that the set (A, d;)icn is schedulable if (1) and (2) are satisfied. [11] provides schedulability
conditions, but does not provide algorithms for schedulability testing. In the following we show that EDF

schedulers have the capability to support the flow setup protocols described earlier.

Proposition 1 If a set of flows (A}, d;)icnr is schedulable, then it remains schedulable if the delay for any
flow is increased, dj, > dy,, for any k € N.

The intuition behind this result is that, by relaxing the delay requirement for a flow in a schedulable set, the
set remains schedulable.

Proof . Obviously the stability condition (1) is not affected by the increase of ¢. It is easy to see that
the schedulability inequalities in (2) remain true when ¢, increases. Taking dj, > dj, and knowing that A;

is non-decreasing, we have:

ct> Y Af(t—di)= D Af(t—di)+ Ap(t—dp) > D Af(t—di) + ARt —d}), VE>0
ieEN €N itk €N itk

Corollary 1 Given an EDF scheduler with a set N of admitted flows, for any new flow 4@ there is a unique
delay Zlf(A’J‘c) such that (A}, dy) can be admitted iff dy > Ef(A}).

The delay ?lf defined in Corollary 1, is the minimum (best) delay that can be guaranteed to flow f by the
given EDF scheduler having the given load /. The existence and uniqueness of the minimum delay_9€

makes EDF schedulers capable of supporting the flow setup protocols described earlier.

3 EDF Admission Control for (C, o, p) Token Bucket Flows

3.1 Analysis of EDF Schedulability Conditions

Let us consider flows that are characterized by the following type of envelope, referred to as (C, o, p)
envelope, used in both IP [14] and ATM [1] networks:

0 t<0
Aty =< Cit 0<t<a 3)
o +pit a; <t

where
e (; is the peak rate of the flow (bits/second);

e o; > 0 1is the maximum burst size at time 0 (bits);



e p; > 0 is the average rate of the flow (bits/second);

e a; = 0;/(C; — p;) is the maximum duration of the flow’s burst at peak rate (seconds);

o h; = Al(a;) = Cija; = 0; + pja; is the maximum size of the flow’s burst at peak rate (bits).

Figure 1 shows an example of a (C, o, p) envelope. We shall refer to the point (a, h) of A as the concave

point of A*.

A(1)

-
-
-
=

a t

Figure 1: An illustration of (C, o, p) envelope

Let AV be a set of flows, flow 7 being characterized by the envelope A4 of the form given in (3) and

having a maximum packet delay requirement of d;. The stability condition (1) becomes:

sz‘<c

ieN

For describing the admission control algorithms of the N flows, we introduce the following sets.

Definition 1 The sets

P={di+aj]l <i<N}={w|l <I< N}
P=PU{-00,00} = {0 <I<N+1}

where N = |P

, are indexed in a non-decreasing order:

g =—00 < U KUy < Uy =00, 1<I<SN-—-1.

Definition 2 The sets

Q ={d;]1 <i< N}
Q= QU {~o0,00}

are indexed in a non-decreasing order:

doZ—OO<di§di+1<dN+1:OO, 1<:<N-—-1.

To consider the schedulability conditions (2), we give the following:

“

&)
(6)

(N

®)
®

(10)



Definition 3 The (work) availability function F' : [0, 00) — [0, 00) is defined by:

Ft)y=ct— Y Aj(t—d;) (11)
1N
F(t) gives the amount of work (in bits) available at time ¢ in the worst case at the EDF scheduler, while
guaranteeing envelope A; the maximum packet delay of d;,for 1 < ¢ < N. This function will play a central
role in the development of admission control algorithms in the rest of this paper.
The schedulability condition (2) becomes F'(t) > 0 V¢ > 0, which in turn is equivalent to F'(u) > 0
for all w > 0 that are proper local minima for F. (u is a proper local minimum for F' if F'(t) > F(u) in a
vicinity of u and F is not constant in any vicinity of u.) Given that 4 has the form in (3) for all i € N,
it is easy to see that all proper local minima of F' are included in the set P U {0}. Hence, schedulability
condition (2) is equivalent to F(d; + a;) > 04 € N and F(0) > 0. F(0) > 0 is equivalent to d; > 0,
i € N. Given the form of A} in (3), F(t) becomes (u; € P):

(

0, t<0

Ct_ZieN Ci(t—di), 0<t<u
d; <t

ct =3 ien (o +pi(t —d;)) (12)
di+a;<u;j

- % Ci(t —d;), uj <t<wuj,1<j<N-1
di+a;>uji1,d;<t
|t — Zien(oi + pi(t — di)), uy <t

Thus the schedulability conditions (in addition to ¢ > 0,7 € N) are:

F(dj+a;) =c(dj +a;) = > (01 +pildj +a; — dy))
@+é2&+%
— > Ci(dj +a;—d;) >0, jEN (13)

iEN
d;<dj+a;<di+a;

Suppose now that a new flow, f, arrives at the EDF scheduler. Let f be characterized by (G, 0, pf),
having a delay requirement dy, and let b € N such that v, < df + ay < up41. By inserting df + ay in
P that is ordered non-decreasingly, we obtain P = P U {d; + a;}, as in Figure 2. If df + ay < u; or
df +ay > un,dy + ay is inserted as the first or last element of 7 respectively.

P ={uy ,uy,.. 0,041, un}

dfﬁx \

P={u,up, .Uy Upy s Uy o UNT
Figure 2: The mapping of P to P



Following the same reasoning as above, the scheduling conditions for the set of flows N = N U {f}

are:
F'(dj+aj) = c(dj +a;) = Y (oi+pildj + a5 —d;)) —
d; +aii€§j\gl;' +a;
— > Ci(dj+aj—d;) >0 jeEN (14)
ieN!

di<dj+a;j<d;+a;

It follows that the set A/ is schedulable iff:

di > 0, ieN (15)
d; > 0 (16)

F(di+a;) > 0,
di+a;<ds, i €N (17)

F(d; +a;) — Cp(di + a; —dy) > 0,
df <dj+a; <ds+ap, it eN (18)
F(df+af) —Cray > 0 (19)

F(d;i +a;) — (of + pp(d; +a; —dy)) > 0,
dy +ay <di+a;, i €N (20)

3.2 Admission control algorithms for EDF schedulers

Let us consider the problem of computing the minimum delay_cge that can be guaranteed to a flow f charac-
terized by (Cf, 0, py) at an EDF scheduler that has allocated a schedulable set V' of flows. This reduces
to the problem of computing the minimum value for dy that will satisfy the constraints (15)-(20). In the
following we explain intuitively the solution to this problem. The formal solution is given in Theorem 2.
From (12) it follows that F' has the general form shown in Figure 3: it is continuous, linear on intervals,

concave on the intervals (0, v ), (u1,u2),.. (un_1,un) and convex in uy, ug,.. Uy

F(t)

t
Y L)

Figure 3:

Given the flow f with envelope A’J‘c as in Figure 1, the problem of finding the minimum value for df (let
us call this minimum value Ef) that can be guaranteed to f reduces to determining the leftmost position for

A} such that it is below the graph of F' for all ¢ > 0, as in Fig.4. Three sets of constraints are imposed by F'

8



dp ‘Iif”af t

Figure 4: An example of envelope A"JZ below function F’

F(t)

F(t)
Pr Pr
L A % Ay L : (D)
Ce ) Ce/ 5
Y dita yita t i X dira
Figure 5: Figure 6:
E(t)
L Rl AR Nl Ay
t
VA z+af
Figure 7

on A}.

e The first segment of A}(t —dy), fort € (dy,dy + ay) must lie below any local minimum of F that is
less than hy. This is expressed by (18) and is depicted in Figure 5. By defining y to be a lower bound
ond 7 imposed by the local minimum in d;+a; of F' on the first part of A%, we have that ?if > max; y;.

e The second segment of A3(t — dg), for t € (df + af,00) must lie below any local minimum of F
that is greater than hy. This is expressed by (20) and is depicted in Figure 6. By defining 5 to be a
lower bound on Elf imposed by the local minimum in @; + a; of F' on the second part of A%, we have

that Ef > max; T;.

e Finally, the concave point (dy +ay, hy) of Ap(t— dy) must lie below F within any concavity interval

9



of F'. This is expressed by (19) and is depicted in Figure 7. By defining z to be a lower bound on_cf

imposed by F' on the concave point of A, we have that ?lf > z.

Theorem 2 gives the formal solution for computing the minimum delay that can be guaranteed to a flow,
by stating the above three sets of constraints. The proof can be found in Appendix A. In the following we

use the notation (z)* = max(z, 0).

Theorem 2 Let (C;, 04, pi, d;)ien be a schedulable set of envelopes and let (Cy, 0 ¢, p¢) characterize a new
flow f such that the stability condition) ;- \r p; + py < c is satisfied.

1. Define (y;)ien by
F(u;) = Cp(u; —yi), u; €P 1)

A
and let my = max en  (yi)T.
F(u;)<hg

Define (z;)icn by
F(u;) = o5+ pplui —x;), u; €P (22)

and let m, 2 max ien ()T
F(ui)>hg
Let m = max(mg, my) and b,0 < b < N, such that

up <m+ap < upyy (23)

where uy, uy,1 € P. Then b exists and is unique.

2. Define z as follows.

. If
F(up) < hy < F(ups1) (24)
z satisfies
up < 2+ ap < Upy1 (25)
and
F(z+4ayf) =hy (26)

o Otherwise (F(uy) > hy or F(upy1) < hy), define z = 0.
Then z exists and is unique.

3. Define Zif by
df = max(m, 2) (27)

Then d 7 is the minimum delay that can be guaranteed to flow f.

10



Based on Theorem 2 we present in Figures 9 and 10, a set of algorithms for admission control of

(C,o,p) flows that support the flow setup protocol described in Section 2. MINIMUM DELAY takes as

inputs the characteristics and delay guarantees for the existing flows in A and the characteristics for the

new flow f. It outputs the minimum delay guarantee-able for f. First (lines 1-2) it checks whether there is

sufficient capacity to accept the new flow. If there is (lines 3-7), it computes a lower bound m on_q based

on the constraints imposed by the local minima of F' on the first and second parts of f;, as described in

Theorem 2.1. It then determines (line 8) the concavity interval (u, up41) of F' where m + ay is situated.

If condition (24) is met in this interval, another lower bound on_cge, z is computed (line 9-11) based on the

constraint imposed by the concave point on A}Z, as described in Theorem 2.2. The final value of _df is the

maximum of all the lower bounds computed so far (line 12).

F(t)
Ai(t)

C b e e e e e e e ---

Yo dq z+ap  dg+1 Ub+l
Z

Figure 8: Computing z

MINIMUM_DELAY (input: (C;, i, pi, d;)ien's (C, 05, pf); output: dy)

m < maxi<i<n((z:) ", (yi)")
find b such that u, < m + ay < upyq With up, upy1 € P

Life< Sien i+ oy

2 then exit “cannot accept flow f”
3 fori=1to N do

4 if F'(u;) > hy

5 then z; + u; — F(u;i)fﬁf

6 else y; < u; — %ﬁl)

7

8

9

if F(up) <m+ar < F(upyr)

10 then COMPUTE_z(b, (C;, 04, pis di)ien» (Crr 0o, pr); 2)
11 else z < 0

12 dy + max(m, z)

Figure 9: An O(NN?) algorithm for computing the minimum delay for (C, o, p) flow at EDF scheduler

11



COMPUTE_z(Input: b, (CZ, Oiy Pis di)ie/\/’, (Cf, o, ,Of);
Output: z)

1 find ¢,0 < g < N such that (dy < uy or F'(dg) < hy)and (dgy1 > upt1 or F(dgy1) > hy)
hf_caf‘i‘EN i=1 (O'i+pi(af_di))+ZN i1 Ci(ap—d;)

ditaiSup dita;2upqy
d;<d,
2 24+ o o =
C*Z i=1 Pi*E i=1 Ci
dita;<up dita;>upiq
di<dgq

Figure 10: Auxiliary O(N?) algorithm for computing z

To compute z, we use an auxiliary algorithm in Fig 10. z is the solution of F(z + ) = hy given
that F'(up) < hy < F(ups1). To compute z we need to determine the segment of F' in the interval
t € (uyp, upy1) that crosses the horizontal y = hy (see Fig 8). The segment is defined by that ¢,0 < ¢ < N
such that (d; < uy, or F'(dg) < hy) and (dg41 > upt1 or F(dgy1) > hy), (again, see Fig 8). On that
segment, ¢ € (max(dy, up), min(dy41,up+1)) and F has the form

N N
Flty=c(t)— > (oit+plt—d))— >, Ci(t—dy) (28)
di+l‘1:il§ub di+azi:21“b+1
di<dq

Consequently, we have that the equation F'(z 4 ay) = hy has the solution:
hf —cay+ ZN i=1 (Ui + pi(af - dz)) + EN i=1 Ci(af - di)

di+a;<uy dita;>upqq
d; <d,
. _ _ = (29)
c—=2" i pi— 2 i=1 Ci
dita;<up dita;>upyq
d;<dg

Thus, we obtain the algorithm in Fig 10 for computing z.

Observing that if the computation of F'(¢) is done as in (12) in O(N) time, then MINIMUM. DELAY
has complexity O(N?), thus having a limited practical applicability. In the following we will reduce this
complexity in several steps.

The first step in reducing the complexity of the admission control computation is to maintain partial
results for F'(d; + a;) and F'(d;) in order to reduce their complexity to O(1). Foreach [,1 <[ < N define
W, as:

W, = F(u), u €P (30)

and Wy = 0, Wx41 = oo. For 1 <7 < N define V; = F(d;),and Vj = 0, V11 = 0o. Define B as
N
B=c=Y pi 31)
i=1

The new version of MINIMUM_DELAY and COMPUTE z in Fig 11 and Fig 12 are identical to MINI-
MUM_DELAY and COMPUTE.z in Fig 9 and Fig 10, with the exception of the computation of F', replaced by

W, and V;. This new algorithms have complexity O(N ), since the computation of F' is no longer needed.

12



In order to update the values of W and V; upon the admission of flow f, (which can be viewed as a
resource reservation), the algorithm in Fig 13 updates in step 1 the asymptotic slope of F', and in steps 2-10

and 14-21 the values of F'in (y)1<i<n, (dy + ay), (d;)1<i<n.and d; respectively:

Wi « Wi—AM(u—df) 1<I<N (32)
Wy  F(df+ayg) — Alay) (33)
Vi « Vi-Aidi—df) 1<i<N (34)
Vi « F(dy) (35)

In steps 11-13 and 22-24, the algorithm augments the sets P and Q with the new values ¢ + a; and d;
respectively, while preserving the sets’ non-decreasing order. The ordering of P is important for an efficient
implementation of step 8 of the MINIMUM_DELAY algorithm in Fig 11, and the ordering of Q is important
for an efficient implementation of step 1 of the COMPUTE. z algorithm in Fig 12.

In order to release the resources reserved for a flow upon its termination, the RELEASE algorithm in

Fig 14 performs all the operations of the RESERVE algorithm, with an opposite sign.

Wi « Wi+ Aj(w—ds) 1<I<N (36)
Vi « Vit Aidi—ds) 1<i<N (37)

It also eliminates the variables W, and V; associated with the terminating flow.

We can see that the algorithms for admission control and resource and release of reservations have O(N)
complexity. Although this may be acceptable for small values of IV, even this level of computation can be
problematic when the number of flows reserved at a link is large (e.g., thousands of flows on an OC12 link).

In the next section we explore a technique for further reducing the computation time for flow admission.

13



MINIMUM_DELAY (Input: (VVl)lglgN’ (Vi)lgigNa B, (Cz, Tiy Pis di)lSiSN’ (Cf, Of, pf);
Output: ;lf)

m « maxi<i<n () *, (yi)7)

find b such that up < m + ay < upyq, with up, upyq1 € P

it Wy < hy < Wy

10 then COMPUTE_z(b, (Vi)1<i<n, (Ci, 03, pi, di)1<i<n, (Cp, 08, p¢)3 2)
11 elsez<+ 0

1 if B <py

2 then exit “cannot accept flow f”
3 for:=1to N do

4 ifW; > hy

5 then z; + u; — Wip;;f

6 else y; < u; — CK;

7

8

9

12 df + max(m, 2)

Figure 11: An O(N) algorithm for computing the minimum delay for (C, o, p) flow at EDF scheduler

CoMPUTE_z(Input: b, (V;)ienrs (Cs, 03, pisdi)iens (Cr op, pp)s
Output: z)

1 find ¢,0 < g < N such that (dy; < upor Vy < hy)and (dgy1 > upg1 or Vg > hy)
hf*meFEN i=1 (Ui+ﬂi(af*di))+EN i1 Ci(ay—d;)

dita;<up dita;>upyy
d;<d
2 z+4+ N N =
C—Z i=1 Pi—z i=1 Ci
dita;<up dita;>upy g
d;<dq

Figure 12: Auxiliary O(N) algorithm for computing z
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RESERVE (Input: (VVl)lglgN, (Vi)lgigNa B, (Cf, OfsPfs df);
Output: (W))1<i<n, (Vi)i<i<n, B)

1 B+ B—p;
/* update of (W;); */
3 fori=1to N do

4 if(df+af§di+ai)

5 then W; < W; — (o + ps(d; + a; — dy))
6 else if (df < d; + a;)
7
8
9

\S]

then W; < W; — Cy(d; + a; — dy)
create variable Wy
let b such that up, < dy + ay < upy1
10 Wy cldf+ap) =N ooy (oi+pildy +ap—di)) =X o, Cildf +ay —d;) — Crap
dita;<up dita;>upqq
di<ds+ay
11 insert dy + ay in ordered set P
12 let I be the index of d;y + ay in P
13 relabel Wy to W)
14 /* update of (V;); */
15forv=1to N do
16 if (df +af < d;)
17 then V; <~ V; — (07 + py(d; — dy))
18 else if (df < d;)
19 then V; < V; — C¢(d; — dy)
20 create variable V/

20V ¢edp =N o (oitpildy —di) =2 L Cildy — dy)
di+a;<dy di<dy<d;+a;

22 insert dy in ordered set Q
23 let I be the index of dy in Q
24 relabel Vy to V]

Figure 13: An algorithm for reservation for flow f
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RELEASE (Input: (VVl)lglgN, (Vi)lgigN’ B, (Cf, OfsPfs df);
Output: (W))1<i<n, (Vi)i<i<n, B)

1 B+ B+py

2 /*update of (W;); */

3 for:=1to N do

4 if(df+af§di+ai)

5 then W; < W; + (o + ps(d; + a; — dy))
6 else if (df < d; + a;)

7 then W; < W; + Cy(d; + a; — dy)
7 letl be the index of dy + ay in P

8 destroy variable W,

9 /*update of (V;); */

10 for s = 1to N do

11 if (df +ay < d;)

12 then V; <~ V; + (07 + py(d; — dy))

13 else if (dy < d;)

14 then V; < V; 4+ C¢(d; — dy)

13 let I be the index of dy in Q

15 destroy variable V]

Figure 14: An algorithm for updating parameters after a flow leave

INIT_STATE(input: c; output: B)
1 B+c

Figure 15: State initialization at an empty EDF scheduler
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3.3 Discrete admission control algorithms

We have seen in Section 3.2 that in order to verify the schedulability conditions for N flows, we must verify
that F(d; + a;) > 0 for i € N, i.e., that N distinct evaluations of F'() must be made. This is why the
complexity of algorithms in Section 3.2 cannot be lower that O(NN). In this section, we explore a way to
reduce this complexity by reducing the number of convex points of F', thus requiring a smaller number of
F > Ay inequality computation. We achieve this by discretizing the range of horizontal positions of the
concave point of the flow’s envelope.

Let us define
P ={ell <I<L} (38)

the set of positions on the “x” axis of the convex points of F'. We assume that P and the extended set

P =P U{~-00,0,00} are indexed in a non-decreasing order:
e =—00<e=0<e e <erp1=00, 1<I<L-1. 39)

For each flow ¢ with envelope A} given by (Cj, 04, p;) and with delay requirement d;, we reserve a “cover”
envelope A?(t), with
A7 (1) = A7 (t — (en; — ai)) (40)

where b; is such that e,, < d; + a; < ep, 1. A{ is a translation of A} (¢ — d;) such that its concave point
matches the nearest discretization point at its left, as in Fig. 16. It follows that all the concave points of 4

have their “x” coordinates in P, and thus all convex points of F' have their “x” coordinates in P.

e :— B Al
cre/

€, € €3 e ep

t

Figure 16: Cover envelope A? constructed from A}

For a given set of envelopes (A, d;)1<i<n, after reserving A?, F' becomes:

N
F(t)=ct— Y Aj(t) (41)
=1

Since all A? are determined by their values in points in P and by their slope g = lim;_, o, dA?(t)/dt, then

the same is true for F'. We define

N
W, éF(el) :cel—ZAf(el), 1<I<L (42)
i=1
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and
N

BEc-Y p 43)

i=1
and we observe that F' is uniquely defined by (W})<;<7, and B.
The minimum delay guarantee-able to flow f with envelope /gc is the smallest value Ef that satisfies the

following conditions:

1. F(t) > A3t — dy) for all convex points of F
2. F(t) > Aj(t — dy) for the concave point of A

3. limy_so0 dF(t)/dt > py (the stability condition)

In the following we give a more precise definition of the algorithm for computing the minimum delay
that can be guaranteed to a flow using the discretization method described above. We have seen that all local
minima of F', that are included in the set (d; + a;);ecnr, are also included in the set P. Consequently the

schedulability conditions in (13) become:

F(ej) = clej) — Z (05 + pilej — di))

iEN

di+a;<e;
- > Cilej—di) >0 1<j<L (44)
iEN
di<€j<di+ai

Given the set A of flows and a new flow f, the constraints imposed on any guarantee-able delay ¢ for f
(besides dy > 0) are (from (17)-(20)):

Fle;) > 0 1<i<L,e<dy (45)
Fe;)—Cylei—dy) > 0 1<i<L,df<e; <ds+ay (46)
F(ei) = (op +psles—dp) > 0 1<i<L df+as<e “47)

Observe that there is no inequality corresponding to (19), as the constraint is included in (46) since the
discretization method mandates dy + ay € P. Thus the computation of z in point 2 of Theorem 2 is no
longer needed. In the following theorem we give the formal solution for computing the minimum delay that

can be guaranteed to a new flow.

Theorem 3 Let an EDF scheduler have capacity ¢ and a set of flex point positions P = {¢|1 <1 < L}. Let
(Ci, i, pisdi)1<i< N With d; + a; € P be a schedulable set of envelopes, and let (Cy, 0, py) characterize
a new flow f such that the stability condition} ;. \r p; + py < c is satisfied.

1. Let (y;)1<i<r, Such that
F(ei) =Crlei—y)) e €P (48)
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and let my = max << (yz)+
F(ei)<hf
Let (;)1<i<r, such that

F(el) =o0f + pf(ez- — :L‘Z) e; €P (49)

and let my = max 1<i<p (z;)"
F(ei)>hy
Let m = max(mg, my) and b,0 < b < L, such that

ep <m-+ay < ept1 (50)
Then b exists and is unique.

2. Define Zlf =ep1 —ay. If0 < d § < 00, then Elf is the minimum delay that can be guaranteed to flow

f by the discrete admission control. Otherwise, f cannot be scheduled.

The proof follows from Theorem 2 and can be found in Appendix B.

Using Theorem 3 we can give the algorithms for discrete admission control for (C, o, p) flows. In
Figure 17, we give an algorithm to compute the minimum delay that can be guaranteed to a new flow
(Cf,04,pf), using a set of pre-computed parameters W; = F(e;) and B = > ;. s pi. The algorithms in
Figure 18 and Figure 19 update (1¥;)1<;<7, and B to reserve and release resources for flow (Cr, 0, py,ef).
State initialization at an empty scheduler is given in 20). We can easily see that we have an overall O(L)

complexity algorithm for discrete admission control of (C, o, p) flows.

MINIMUM_DELAY (Input: (Wj)1<i<r., B, (€i)1<i<r, (Cr 07, py);
Output: Ef)
if B<py
then exit “cannot accept flow f”
fori:=1to L do
itW; > hy
then z; + ¢; — Wizoy

else y; + e; — i

m  maxi<i<r((z:)F, (i) 1)
find b such thate, <m +ay < epyq

O 0 9 N N B~ W N =

ifb=Lorey 1 —ay <0
10 then exit “cannot accept flow f”

11 elseds + (e, —ay)

Figure 17: An O(L) algorithm for computing the minimum delay for (C, o, p) flow, guaranteed by a discrete

admission control
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RESERVE(Input: (W;)1<i<r, B, (€i)1<i<r, (Cy,0¢, pr,er);
Output: (Wj)1<i<r, B)

I B« B—p;

2 /*update of (W;); */

3 fori <+ 1to L do

4 if (e < e;)

5 then W; < W, — (o4 + ps(ei — (ef — ay)))

6 else if (e —ay < ¢;)

7 thenWieWi—Cf(ei—(ef—af))

Figure 18: Reservation algorithm for discrete admission control

RELEASE(Input: (W)1<i<r, B, (€;)1<i<r, (Cf, 05, pfsef);
Output: (W;)1<i<r., B)

1 B+ B+py

2 /*update of (W;); */

3 fori <+ 1to Ldo

4 if (e; < e;)

5 then W; < W; + (o7 + pr(e; — (ef — ay)))
6 elseif (e; —ay <e¢;)

7 then W; <~ W; + Cy(e; — (ef —ay))

Figure 19: Release algorithm for discrete admission control

INIT_STATE(input: ¢, (€;)icc; output: (W;)icr, B)

1 B+c

2 /* Init of (W;); */
3 foriv <+ 1to Ldo
4 Wi<—cei

Figure 20: State initialization at an empty EDF scheduler with discrete admission control

4 Evaluation of admission control algorithms through simulations

We are interested in two directions of evaluation for the admission control algorithms. One is to asses the
benefit of discrete admission control over the exact algorithm by comparing their respective runnning times
in a simulation environment. The other direction concerns the shortcoming of the discrete admission control

to potentially admitting less flows due to a conservative resource reservation. We measure the link blocking
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probability yielded by the exact and discrete algorithms through simulation.

We consider a link that forwards ATM traffic according to the EDF scheduling policy. The characteristics
of the flows to be serviced at this link are generated randomly and are intended to cover a wide range of
traffic patterns. In our simulations we take p = 10° Kb/s where p is uniformly distributed in [1, 3], that
makes p cover the range [10Kb/s,1Mb/s]. From multiple video and audio traces we have observed that
both C' and o are correlated with p. In our simulations we take C' = ¢ x pKb/s, where ¢ is uniformly
distributed in [2,5]. Similarly, 0 = r * pKb where r is uniformly distributed in [0.8,1.6]. Observe that
the range of generated traffic patterns include a typical MPEG video source (sequence of advertisements
presented in [9]) with peak rate C' = 1Mb/s, mean rate p = 500Kb/s, burst size 0 = 500Kb, and a
typical packetized voice source (see e.g., [3]) with peak rate C = 32Kb/s, mean rate p = 10Kb/s, burst
size 0 = 8Kb. Flows are created according to a Poisson process with parameter « and their duration is
exponentially distributed with mean 1/3. The ratio /3 characterizes the load offered to the link, i..,
the average number of flows that would exist at any time at a link with no capacity limitation. Each flow
has a delay requirement d = 10° * 30ms, where s is uniformly distributed in [0, 1.52], thus d ranging in
[30ms, 1s]. After a flow is generated with the above parameters, its EDF schedulability is verified by our
admission control algorithms. We generate 100000 flows in one simulation run, and we are interested in
the link blocking probability, i.e., the ratio between the number of rejected flows and the total number of
generated flows. We take the link blocking probability for an admission control algorithm as an indication
of its performance. In our simulations, we use the method of independent replications to generate 90%

confidence intervals for the link blocking probability.

Blocking probability at an EDF link
of flows with specified and unspecified peak rates

Blocking probability

Peak rate specified
............... Peak rate =

T e e e ML B e e e s s e
40 60 80 100 120 140 160 180
Offered load (# flows)
Figure 21:

In the first experiment (Figure 21), we evaluate the impact of not specifying the flow’s peak rate (i.e.
assuming peak rate infinite). We note that the peak rate is an optional parameter in both ATM and Internet
“Int-Serv Guaranteed Service” specifications. Avoiding peak rate specification will result in simpler admis-
sibility tests (see Appendix C). However, the relaxed constraints on source behavior (by not specifying its

peak) will result in fewer flows being admitted to the network. Figure 21 quantitatively shows this tradeoff.
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We see that the performance degradation is quite severe (orders of magnitude increase in blocking proba-
bility). Moreover, the complexity of admission control algorithms is improved when ignoring the peak rate
by only a constant factor, having the same asymptotic complexity as the algorithms that consider the peak
rate (see Appendix C for details). We conclude here that the use of peak rate in flow characterizations is
highly desirable for achieving good link utilization. In the remainder of our simulation experiments we will

include the peak rate in the characterization of flows.

Comparison of exact and discrete

% admission control algorithms

S 32 , ,

) 2.8 |

°é> 24 | Exact Min_delay

‘é | 2 | Discrete Min_delay -

E 12 !

= 2 1
g 08 | T3 OC3 OC12|
15

o 04 i

(]

éj 1 1 1 1 1

2 0 400 800 1200 1600

Mean number of simultaneous flows
Figure 22:

In the following we compare the computational performance of discrete admission control algorithms
(having 13 discretization points) with the exact algorithm when both operate in the same environment. Both
algorithms input the same series of flows under three scenarios: link capacity 45Mb/s (T3) and offered load
120 flows; link capacity 155.52Mb/s (OC3) and offered load 414 flows; link capacity 622.08Mb/s (OC12)
and offered load 1658 flows. The offered loads have been chosen to incur the same blocking probability
(0.05) in all three scenarios. Given this low rejection probability, the average number of flows N reserved
at the link at any time is approximately equal to the offered load. The average computation time has been
measured with the GNU code profiler gprof on a DECalpha 347. We know that the exact admission control
algorithm has an asymptotic computation complexity of O(N), which is confirmed by the linear shape of
the plots of the exact algorithms for MIN. DELAY, RESERVE in Figure 22. The figure confirms also that the
execution time (0.01ms/function call) of discrete admission control is independent of the number of flows
N. Most importantly, the figure shows the very large gain in computation time for the discrete admission
control: 240 times faster for an OC12 link having an average load of 1658 flows.

For the rest of our simulations we consider a T3 link (45Mb/s). In the following we evaluate the
penalty in link performance when using the discrete admission control. Recall that the discrete algorithms
in Section 3.3 take their discretization point values from a finite set P = {¢|1 < i < L}. A large spacing
between discretization points implies a significant over-reservation for a flow, that would translate in fewer
flows being admitted (higher blocking probability). A small spacing between discretization points, on the

other hand, results in a large number of points and consequently a higher overhead for the admission control
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algorithms. In the following we address two issues. First, for a fixed number of points, what is a good policy
for choosing the spacing between points? Second, given that we have found a good spacing policy, what
is a number of points that is sufficient for good link performance and small enough for low computational
overhead.

One possibility for spacing of discretization points is equal (linear) spacing:
€g — €1 =—= €3 — € —=..=€], —€]_1

Another possibility is to have the points geometrically spaced:

€3 — €2 €4 — €3 €L —€r—1 .
= = .. = ——————— = spacing factor

ex—er €3 —e €r—1 —€er—2

This latter spacing policy is expected to result in a smaller over-reservation for a small distance between

discretization points compared to the linear policy, due to a smaller space the request falls in.

Blocking prob. at an EDF link using
various no. of discr. points and spacing factors

T T T T T T

>

= 0.01

£ 0.008 No. points =6 =
S 0006 | b g g No. points = 13—+
b 0.004 |

%4 %%%%%{. Exact algo. -
A 0002 |

1 1.2 14 1.6 1.8 2 2.2

Spacing factor
Figure 23:

In Figure 23 we plot the results of our simulations for values of spacing factor between 1 and 1.5, value
1 corresponding to linear spacing. The graph “Exact algo.” corresponds to the exact admission control
algorithm, which forms the base case for our comparison. First, we note that with less that 13 points, the
blocking probability is unacceptably high, compared to the base case. For the rest (more than 13 points),
we see that the linear spacing policy can provide link performance close to or better than that given by the
geometric spacing policy, with any spacing factor. For this scenario, the linear spacing is the solution of
choice due to its simplicity and near optimal performance.

In Figure 24 we plot the results of simulation experiments with algorithms using linear spacing and
various number of discretization points. We can see that 13 points are sufficient to provide link utilization
within 10% off the optimal (compare the offered load for the same link blocking probability). This result
confirms our estimation in Appendix D that about 10 points are sufficient to have a performance tradeoff

within 10%.
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Blocking probability at an EDF link
using various numbers of discretization points
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Figure 24:

5 Conclusion and future work

In this paper we have proposed practical solutions to the problem of admission control for real-time flows
with delay guarantees at an EDF scheduler, as a part of end-to-end flow admission control in IP and ATM
networks. We applied the admission control conditions put forward by [11] to flows characterized by peak
rate, mean rate and burst size. We developed a first set of algorithms with a computation complexity of
O(N), where N is the number of flows admitted in the EDF scheduler at the time of algorithm invocation. A
second set of algorithms places the horizontal position of concave points of flow envelopes into a predefined
set of values (discretization points), thus reducing the computational complexity of admission control to
O(L), where L is the number of predefined discretization points. A set of simulation experiments showed
that the performance improvement achieved by the discrete admission control is indeed very important (240
times faster for an OC12 link) and that the algorithms’ execution time is independent of the number of flows
admitted. Moreover, we have seen that the link performance degradation of the discrete admission control
relative to the exact admission control is less that 10%, while using a small number of discretization points
(13). Taken together, these results suggest that the algorithms we have studied in this paper form the basis
of a practical and highly efficient solution for the problem of admission control of real-time flows at EDF

schedulers.

Our present work can be extended in several ways. First, we can generalize our results to take into
consideration packet sizes at non-preemptive EDF schedulers. Second, both exact and discrete admission
control algorithms can be extended to flows characterized by multiple (o, p) pairs (i.e. envelopes consisting
of multiple linear segments). This characterization has the potential to increase link utilization in comparison

to the two-segment characterization used in the present work.

24



A Proof of Theorem 2

1. By definition, P = (ui)o<i<n+1 is non-decreasing with ¢. Since m > uy = —oo and m < uy4q
we conclude that there is a unique b,0 < b < N such that (23) is satisfied.

2. Assume (24), F(up) < hy < F(ups1).

For t € (up, up+1) we have:

N N
F(y=ct— Y (oi+p(t—di)) = > Ci(t—di)
“Zzzb “igjllﬂrl
d; <t
and thus: N .
dF

%(t):C—ZPi— > G

Uzzhb ui£i2+1

d; <t

= 0

Hence, dF'/dt is non-increasing, since more C; terms are possibly subtracted as ¢ increases. Consequently,

F is concave on (up, up1). Given that F' is continuous and concave, and F'(u,) < hy < F(up41) by (24),

we conclude that F'(t) = hy has a unique solution in (u, up41). Let z such that z 4+ af € (up, up41) and

F(z +as) = hy. Observe that:

F(t) < hy te(u,z+ay)
F(t) > hy te(z+asupr)
which follow from F' having the above mentioned properties.
3. We prove that zlf is the minimum delay guarantee-able to f.

First, observe that
Ef >0

since Zif >m > mg > 0. Also, observe that
up < Ef +ar < upp

which follows from (23) and (25).
3.1. We prove that ?if can be guaranteed to flow f.
Below are the scheduling conditions for the set N U {f} ((15)-(20)):

di > 0 ieN
df > 0
Flu)) > 0 €N, u; <dy
F(u)) = Cpluj—dy) > 0 1€N,dy<u;<dj+ay
F(df+ag)—hy > 0
F(u)) — (of +pplu; —dy)) > 0 €N, df+ar<u;

(D
(52)

(53)

(54)

(55)
(56)
(57)
(58)
(59)
(60)



3.1.1 Since we assume that the set AV is schedulable, (55) and (57) are true. Relation (56) follows from (53).
3.1.2 Consider (60). We begin by establishing

F(uj) >hp, VieN,i>b+1 (61)
by contradiction. Suppose that there exists & > b + 1 such that F'(y,) < hy = Cray. Then
m > my >y = up — Fug)/Cr > up —ap > uppr —ay

Thus m + ay > upy1, which contradicts (23). Hence (61) holds. Consequently,_cg > m > mg > x; for
Vi > b+ 1. Thus,
F(u;) >or+pflui—dg), VieN,i>b+1. (62)

Since dy + ay > m + ay > uy (from (23)) we have that dy + ay < u;,i € N implies u; > upy1,7 € N,
and with (62) we conclude (60).

3.1.3 Let us establish (58). Letw; < dy + ay. If F(u;) > hy then, since hy = Cray > Cy(u; — dy) for
u; < Ef +ay, we have F(u;) — Cr(u; —Ef) > 0. Conversely, if F'(u;) < hy then ?lf >m > m, > y; and
from (21) we have F(u;) > C¢(u; — ds) and we conclude (58).

3.14 Let us prove (59). Given that?if +ay < upy1 by (54), we have three cases.

314.1ds+af = Upt1. Then (59) follows from (58) with w; = wupy1.

3.14.2 F(up) > h¢. Since F(upy1) > hy (from (61)), and because F'(t) is continuous and concave for
t € (up, upt1), we have F(t) > hy,Vt € [up, upi1]. Thus F(df + ap) > hy from (54).

3143 ds +af < up;q and F(up,) < hy. We have Fupy 1) > o+ pray = hy:

F(upi1) of+ prlups1 — Tp1) by (22)
> o+ ppluprr —dy)  bydp > wpia

> of+praf byEf+af<ub+1
According to point 2 of Theorem 2, z exists and by (52),
hy <F(t), te€[z+afups] (63)

It follows from the fact that Hf > z and from (54) that Hf +af € [z 4 af,upy 1], which, with (63), implies
(59).

By establishing that (55)-(60) are satisfied by_céc, we have proved that ?Zf can be guaranteed to flow f.

3.2. We prove by contradiction that_df is the minimum delay that can be guaranteed to f.

Suppose there is a delay ?ff >0, Elf <d 7 that can be guaranteed to f. We have three cases:
3.2.1ds = my and 0 < d; < my. For any i such that F(u;) > h we have u; — z; > ay from (22). Thus,
forany i < b, z; +ay <u; <up <m+ayandsox; < myfori <b (since?lf = m,; = m). From this
and (61) we have m, = maxi2b+1($i)+. Thus 0 < E!f < my implies that there is k,b+ 1 < k < N such
that Elf < zj. But Elf +ar <m+ar < uppr < uy,and thus, for NV = N U {f} to be schedulable it is
necessary that (20):

F(u) = (o7 + pylur — df)) >0
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From Elf < z, and from (22) with i = k we have
Flup) = oy + psluy — z1) < op + pyluy, — dy)
which contradicts the assumption that?ff can be guaranteed.

322ds = my and 0 < E’f < my. From (61) follows that m, = max <, (y;)*. Thus 0 < c_l’f < my
F(ui)<hy

implies that there is £, 1 < k < b such that?l’f < yr and F(ug) < hy. If ug > Elf + ay then for N’ to be
schedulable it is necessary that (20):

F(ug) = (o5 + pgug —df)) = 0

But F(uy) < hyand o5 + pr(uy — Elf) > o¢ + pray = hy which leads to contradiction.
Conversely, let us consider v, < Elf + ay. From (21) taking ¢ = k, and since F'(t) > 0 V¢ (N is
schedulable), we have y, < ug. So, Elf < uy. Thus, for N to be schedulable it is necessary that (18):

F(u) — Cpup —df) >0
But from (21) with ¢ = k and ?{f < yr, we have
F(ug) = Cp(up — yr) < Cp(uy, — dy)

which leads to a contradiction.
323df =zand 0 < H’f < z.Then z > 0 and F(u,) < hy < F(up41) from point 2 of Theorem 2, and

dy +ap <z+ay (64)
If E'f +ay < uy then for N’ to be schedulable it is necessary that (20):
F(up) — (07 + pplup — dy)) >0

But F(uy) < hyand of + pg(up — Elf) > of + pray = hy, which leads to contradiction.
Conversely, let us consider 1, < Elf +ay. For N to be schedulable it is necessary that (19):

F(Elf-f—af) —hy >0
But from u, < Elf +ay,(64) and (51) we have
F(Elf +af) < hf

which leads to a contradiction.
Since in all the above cases we have found contradictions, we conclude that_c} is the minimum delay

that can be guaranteed to f.
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B Proof of Theorem 3

From hypothesis, all envelopes reserved at the EDF scheduler have their concave points ¢ + a; € P, so
all convex points of F' are in P. It follows that schedulability equations (17)-(20) are equivalent to (45)-
(47). Let an = min(m, z) be the minimum delay guarantee-able to f by the exact (non-discretized) EDF
admission control, as given by Theorem 2. It is easy to see that point 1 of Theorem 3 is equivalent to point 1
of Theorem 2. It follows that m and b defined by Theorem 2 are identical to m and b defined by Theorem 3.
From Theorem 2 we have that

ep < Elf +ay <epy1 - (65)

But the discrete admission control mandates that any delay d; guaranteed to f should have dy + ay €
(ei)lgig . = P. So, the smallest delay guarantee-able to f by the discrete admission control is_(jc =

ep+1 — ay. Point 2 of Theorem 3 then follows.

C EDF Admission Control for (o, p) Token Bucket Flows

In this section we derive simpler admission control algorithms for the particular case, often used in practice,
of flows that are token bucket (o, p) constrained and are assumed to have infinite peak rate. The flows are

characterized by the following type of envelope:

0 t<O0
A*(t)z{ ) (66)
oot 0<t

where
e o > ( is the maximum burst size (bits);
e p > 0 is the average rate of the flow (bits/second).

See Figure 25 for an example of (o, p) envelope.

AE(E)

o/p

t

Figure 25: An illustration of (o, p) envelope

Let \V be a set of flows, flow 7 being characterized by the envelope A4 of the form given in (3) and

having a maximum packet delay requirement of d;. The stability condition (1) becomes:

S pi<e (67)
1eEN
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In the following we derive schedulability conditions from (2) that are simple to compute. Let F(t) =
ct —>ien Af (t—d;). Then the schedulability condition (2) is equivalent to F'(u) > 0 Vu € (d)ien U{0}.
Let us assume, without loss of generality, that the flows in N = {1,2,..N} are ordered by (d):

i<jsdi<d; VijeN (68)

Since the form of A} is given in (3), F' becomes:

0 t<O0
ct 0<t<d
Flt)=9 . _ Ei.€</‘((‘7i +pi(t —di)) dj <t<djp “
i<j

ct — Yien(oi +pi(t —di)) dy <t
Thus the schedulability conditions become (besides ¢ > 0,4 € N):
F(dj) = cdj =Y (0 +pi(dj —di)) >0 jEN (70)
iEN
i<j
Let anew flow f be characterized by (o7, ps) and have a delay guarantee dy, and assume that there is b € N/
such that d,_; < dy < d,. The scheduling conditions for the set ' = N U { f} are:

F'(dj) =cdj — > (0i+pi(dj —di)) >0 jeN (71)

This is equivalent to the following set of inequalities:

di > 0 ieN (72)

dg > 0 (73)

F(d) > 0 d;<dsi€N (74)

F(df)—oy =2 0 (75)

F(di) — (o +pp(di —df)) > 0 df<dj, i €N (76)

C.1 Exact admission control algorithms for (o, p) flows at EDF schedulers

Theorem 4 Let N be a schedulable set of flows (a;, p;, d;)icn sorted in increasing order of (d;), and let
(0f,pf) characterize a new flow f such that the stability condition} ;c s pi + py < c is satisfied.
1. Let (x;)ijen such that

F(di):Uf-i-,Of(di—(L‘i) ieN 77
and let my = max cn  (24,0).
F(d;)>oy
Let my = max ey d;.
F(d;)<oy

Let m = max(mg, my) and b,1 < b < N + 1, such that

dp—1 <m <dy (78)
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where dy = —oo and dy 1 = oo. Then b exists and is unique.

2.If
F(dy) > oy (79)
and
Fdy_1) < o (80)
let z such that
dp_1 < z<dyp 81
and
F(z) =0y (82)

Then z exists, and is unique.
3. Letd f such that:

(83)

< max(m, z) if (79) and (80)
! m otherwise

Then Zif > 0 is the minimum delay that can be guaranteed to flow f.

MINIMUM_DELAY (input: (W;)ienr, B, (04, pi, di)ienrs (07, py); output: dy)

1 if B <py

2 then exit “cannot accept flow f”
3 my<+0;my <0

4 fori=1to N do

5 itW; > oy

6 then z; < d; — WiT;Uﬁ

7 My  max(my, ;)

8 else m, < max(m,, d;)
9 m < max(mg,my)
10b+1
11 while (b < N) and (m > d}) do
12 b«<b+1
13if[(b=N +1)or (W, > of)land [(b=1) or (W_; < 0f)]
o+ (gi—pidi)
=3 b

15 dg + max(m, z)

14 then z «

16 elsed; < m
17 return d;

Figure 26: An O(N) algorithm for computing the minimum delay for (o, p) flow at EDF scheduler
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JOIN_UPDATE(input: (W;)icnr, B, (04, pg,dg); output: (W;)icn, B)

B <« B —py
/* update of (W;); */
for i < 1to N do
if (dy < d;)

then W; « W; — (04 + py(d; — dy))
create variable W,
let b such that dy_1 < dy < d
Wy cdg = Y01 (03 + pildy — d;)) — o
insert flow g with d, in ordered set (d;);c s

O 0 9 &N N AW N

Figure 27: An algorithm for updating parameters after a flow join

LEAVE_UPDATE(input: (W;)icnr, B, (04, pg,dy); output: (W;)ienr, B)

B < B+ py
/* update of (W;); */
for ;i < 1to N do
if (dy < d;)
then W; <« W; + (04 + py(d; — dy))
destroy variable W,

0 N R W N =

extract flow ¢ from the ordered set (d;);

Figure 28: An algorithm for updating parameters after a flow leave

INIT_STATE(input: c; output: B)

1 B+c

Figure 29: State initialization at an empty EDF scheduler
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C.2 Discrete admission control algorithms for (o, p) flows at EDF schedulers

In this section we introduce a set £ = {1,2,..L} of classes for the delays ¢ at the EDF scheduler. If flow f
is admitted in delay class k it is given delay guarantee dy = ey, where e; < ez < ... < er, are predefined

values. We define ¢y to be the class of flow f,c; = kif df = ey.

Theorem 5 Let a class-based EDF scheduler have a set L = {1,2,..L} of classes of delays, a < ey <

..er,. Let N be a schedulable set of flows (0;, pi, d;)icr, sorted in increasing order of di and d; € (e;)icc,

and let (0, py) characterize a new flow f such that the stability condition) ;c s pi + py < c is satisfied.
1. Let (1;)ic such that

Fle)) =05+ prlei—zi) 1€L (84)
and let my = max e, (24,0).
F(ei)>of
Let my = max (e:,0).
F(ei)<0'f

Let m = max(mg, my) and b,1 < b < L + 1, such that
ep—1 < m< e (85)

where eg = —o0 and ef, 11 = 0. Then b exists and is unique.

2. Ifb = L+ 1 then the flow f cannot be scheduled by the class-based EDF scheduler.
Otherwise f can be scheduled and ?lf = ey is the minimum delay that can be guaranteed to flow f by the
class-based EDF scheduler.
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MINIMUM_DELAY _CLASS(input: (W;)iez, B, (ei)icc. (05, ps); output: dy)

1 if B <py

2 then exit “cannot accept flow f”
3 my<+0;my <0

4 fori=1to L do

5 itW; > oy
6 then z; + ¢; — WiT;Uf_
7 My — max(my, ;)

8 else m, < max(my, e;)

9 m < max(mg,my)

10b+1

11 while (b < L) and (m > ¢) do
12 b+b+1

13ifb=L+1

14  then exit “cannot accept flow f”
15 elseds + e

16 return d;

Figure 30: An O(L) algorithm for computing the minimum delay for (o, p) flow at class-based EDF sched-

uler

JOIN_UPDATE(input: (W;)icc, B, (€i)iec, (04, pg, €p); output: (W), B)

B <« B —py
/* update of (W;); */
for; < 1to L do
if (e, < ¢;)
then W; < W; — py(e; — ep) — 0y

[ T N U N

Figure 31: An algorithm for updating parameters after a flow join
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LEAVE_UPDATE(input: (W;)icc, B, (€i)icc, (04, pg, €p); output: (W;)icc, B)

1 B+ B+p,

/* update of (W;); */

3 fori <+ 1to L do

4 if (e, < ;)

5 then W; < W; + py(e; — €p) + Cyay

\S]

Figure 32: An algorithm for updating parameters after a flow leave

INIT_STATE(input: ¢, (€;)icc; output: (W;)icr, B)
1 B+c

2 /* Init of (W); */

3 fori <+ 1to L do

4 Wi — ce;

Figure 33: State initialization at an empty class-based EDF scheduler
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D An Estimation of Performance Tradeoff for class-based EDF Schedulers

We have seen the computational benefits of discrete admission control in reducing the complexity of admis-
sion control. However, there is a tradeoff in that (Section 3.3) we schedule the envelope 42 rather than A’J‘c
for flow f, which is an over-allocation of resources to flow f. Hence a discrete admission control may not
be able to admit as many flows as an exact admission control algorithm. In the following we estimate this
penalty by comparing the maximum number of flows accepted by the exact and discrete admission controls,
under a set of assumptions.

Let us consider two EDF schedulers one having an exact and the other a discrete admission control, and
both having throughput ¢. All flows to be scheduled at both servers, have the same characterization (o, p)
(C = o0,ie. a = 0) and the delay requirements fall in the interval [d,,das). Let N, be the maximum
number of flows that can be admitted by the exact algorithm, where the deadlines associated with the flows
are equally spaced within [d,,, dpr), dg = dp, + %k, 0 <k < N,;—1. Let N, be the maximum number
of flows that can be admitted by a discrete admission control with L equally spaced discretization points
(e = dm + @k, 0 < k < L —1), the flows having delay requirements equally spaced in [d,, dr)
dp, = dpy, + %k, 0 < k < N, — 1. Since both flow delays (d;); and discretization points (¢;); are
equally spaced, the number N of flows that are admitted in the same point ¢ (i.e. such thate; < dj, < e;41)

is N; = N, or N; = N, + 1 where N,, = | N./L|. Defining N; = N, L, we have Ny < N, < Ny + L.
Ny—Ng4
Ny

In the following we derive an estimate on the upper bound
Ng—Ne
N,

c

of the relative penalty in performance

for the discrete admission control.

Using Theorem 2, the exact admission control having reserved N, flows can accept more flows with
delays less than dys if and only if F'(dys) > o. Thus, if Ny is the maximum number of flows we have
F(dy) = o,or:

Ng—1
cdyr — Z (c+pldy —dpm)) =0
k=0
which yields:
Ny+ 1w cau

o+ g(d M — dm)
where the approximation comes from the fact that N, is an integer. Similarly, using Theorem 3, we have that
the discrete admission control can accept more flows if and only if 271 < er_;. Thus, for the maximum

number of flows N; = N, L we have xy_; = er,_1, which yields:

—o +cdy — p(dar — di)
Lo + %P(dM —dy,)

N, ~

Since we assumed N; = N, L we have:

Ledy + 55 pldyr — dm) Ledy

Ny+1=N,L+1~ ~
“ Lo + ELp(dy — di) Lo + HL p(dy — di)

where the last approximation holds because we assume that all N; flows are accepted, thus ZZN:dO_l p<c

and assuming N; > 10 we have p < ¢ and thus %p(dM —dp) < Ledyy .
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We can now compare N, and Ny:

or

Ny— Ny _ cdr La+%p(dM—dm)_1_ 1 1
Na+1 o+ E(du —dm) Ledyy L+ 5q2%y) L
N,
Ng—Nd% Td

We conclude that having L discretization points reduces the average number of accepted flows with an

estimated factor of 1/L. For example, a discrete admission control with 10 points accepts on average

around 10% less flows than the exact admission control with the same throughput. We consider that this

penalty is acceptable. In Section 4 we evaluate the link performance penalty by simulation which confirms

this estimation.
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