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Abstract

In this thesis, I propose to investigate a novel approach to injecting prior knowledge to re-
inforcement learning (RL) systems for minimum cost-to-target control problems. The approach
utilizes Lyapunov descent ideas from control theory to constrain the action choices of an RL
controller. Such constraints can improve on-line performance and accelerate learning. The RL
controller reaches the target much more quickly than an unconstrained system, and learning is
focussed on “good” actions — those that lead the system state towards the target.

Further, appropriately formulated constraints can provide theoretical guarantees on reaching
the target on every trial, and sometimes even worst-case time bounds. These guarantees follow
from the action constraints and hold independently of many details of the RL controller, in-
cluding the method of function approximation. In fact, learning may fail entirely, but a certain
level of performance is maintained by the constraints imposed on the controller.

1 Introduction

Reinforcement learning (RL) [65] (heuristic dynamic programming [81], neurodynamic program-
ming [9]) is generating increasing attention in artificial intelligence, control engineering, and op-
erations research. The term RL stands for a collection of methods for approximating solutions
to stochastic optimal control problems. RL methods are typically used when these problems are
too complex or ill-defined for classical solution methods, such as dynamic programming (DP).
RL methods are generally easy to implement, and are not computationally intensive — features
which add to their popularity.

Because RL techniques provide decent, approximate solutions to problems that would be
literally impossible to solve by classical methods, RL can be considered “infinitely faster” than
such methods. In fact, though, RL is not known for speed. Perhaps the most famous applica-
tion of RL methods, a world-class backgammon-playing program called TD-gammon, was the
result of months of continuous computer time simulating backgammon games [71]. The elevator
scheduling system of Crites and Barto [13] took approximately a year to produce, including all
the time it took to tune the representation and neural network parameters by hand. Sutton [64]
noted in studying a small-scale dynamical minimum time-to-target task, that an RL controller



can take a long time before it reaches a target state for even the first time. The initial behavior
of RL systems is often largely undirected, resulting in much wandering about the state space
before a target state is found.

In the framework I propose to study, an RL controller’s choices are constrained by prior
knowledge in the form of a Lyapunov function. The RL controller may be required to descend
on the Lyapunov function, or the constraints may be softer, as in requiring descent with some
probability. Initial performance of the system can be quite good, because the Lyapunov function
leads the controller toward the target, and learning is more rapid because it is focussed from
the start on good control choices.

One of the particular strengths of RL is its compatibility with function approximation. This
facilitates generalization across combinatorially huge/continuous state spaces, allowing decent
performance to be obtained on large problems. There are few theoretical guarantees, however,
on RL systems utilizing function approximation.

A handful of provably convergent learning algorithms have been proposed [78, 74, 75, 4, 3, 66]
(meaning the learning process converges, not that the controller is guaranteed to converge to
a target state). In the case of linear function approximation, there are associated worst-case
performance bounds [78, 74, 75]. Other results guarantee only the convergence of free parameters
to some local optimum of unknown quality. None of these algorithms are yet in wide use. The
most commonly used RL algorithms have actually been shown to be divergent in some cases
[73, 3], and no nontrivial performance bounds are known.

Using Lyapunov functions to constrain an RL system, one can theoretically guarantee the
system will reach a target state on every trial. In some cases, one can derive explicit worst-case
time-to-target bounds, based on the constraining Lyapunov functions. When a control problem
is minimum time, this constitutes a performance bound in the primary cost metric. To my
knowledge, these are the first performance bounds for RL systems that are independent of the
methods of function approximation.

2 Minimum Cost-To-Target Problems

In the problems I will study, the system state is described by a vector x € X', where X is a
continuous subset of R". In each state x, there is an allowable set of controls /(x) C ®™. The
system evolves in time according to a control differential equation,

)'( = f(x’ Y’ u)7

where y is a random process and u € U(x) is the control command.
Any trajectory through state space, (x(t),u(t)) for 0 < ¢ < co, has an associated cost

Jix(),u()] = / g(x(t), u(t))dt,

=0
where g is an instantaneous-cost function, mapping states and control signals to the nonnegative
reals: g: {(x,u)|x € X and u € U(x)} — {RT U {0}}.

In a minimum cost-to-target problem, there is a target region X7 C X. Once the system
enters this region, no further costs are incurred. The objective in such a problem is to find a
control policy that moves the system into the target region along minimum-cost trajectories.

3 Lyapunov Stability and Control

Lyapunov methods offer a unifying framework for designing controllers for (nonlinear) dynamical
systems. Lyapunov-designed controllers have desirable stability properties, but they do not



explicitly optimize any measure of the system’s performance. Lyapunov control design is based
on the intuitive idea that a “dissipative” system will always converge to a state of minimum
energy. The Russian mathematician Lyapunov [36] formally introduced this idea more than
a century ago. In the West, his work was essentially ignored until around 1960. Since then,
however, it has become one of the fundamental tools in control theory.

3.1 Provably Stable Control

Lyapunov’s original theorems addressed the stability of a dynamical system. For example, a
slightly extended form of one of the Lyapunov theorems can be stated as follows:

Theorem 1 The equilibrium solution of an autonomous dynamical system X = f(x), x € R*, is
globally asymptotically stable if there is a continuously differentiable, radially unbounded function
L(x) such that for all x € R, L(x) is positive definite and L(x) is either negative definite, or it
is negative semidefinite with the additional requirement that no solution can stay forever in the
set {L(x) = 0} other than the trivial solution x = 0.

After choosing a control law, a function specifying a control choice for every state, the
combination of dynamical control problem and control law can be viewed as an (uncontrolled)
dynamical system. Thus, an approach to creating provably stable controllers is to:

1. Choose a control law

2. Find a Lyapunov function for the resulting dynamical system, with equilibrium solution
point occurring within the target region.

This design procedure ensures that the controller will bring the system to target on every
trial.

The basic Lyapunov stability theorem has been extended in many ways (e.g. [16, 17, 27, 28,
33]). For purposes of this thesis, two extensions are particularly important. The first is that a
result similar to the above exists for discrete-time dynamical systems [28]. This is important
because, in typical RL control methods, control choices are only made at discrete points in
time. The second is that related results exist for stochastic dynamical systems (see [35] for a
review). Even when the system to be controlled is deterministic, RL algorithms typically exhibit
stochastic behavior.

3.2 Lyapunov Optimizing Feedback Control

The two step method described above can also be followed in reverse order. One may start
by choosing a candidate Lyapunov function, and then choose a control law so that L satisfies
the conditions of a Lyapunov stability theorem. In Lyapunov optimizing feedback control, the
idea is to choose a control law implicitly, as a function of the Lyapunov function (in particular,
as the solution to some optimization problem). For example, in steepest descent control for
deterministic systems, the control is chosen so that the state space trajectory follows the gradient
of the Lyapunov function as closely as possible:
(x) = arg min VL X
u(x) = arg min T
uel(x) ||X||
In quickest descent control, the time derivative of the Lyapunov function is minimized:

= i VL - X
u(x) = arg urenulg:) (x)-x



In these approaches, the choice of controller is simplified. However, because the control
law is specified in terms of the Lyapunov function, proper choice of a Lyapunov function is all
the more important and difficult. (On the other hand, it seems that choosing a Lyapunov-like
function and following one of the above approaches can be quite effective in practice, even if
descent is not guaranteed in some parts of state space [79].) By design, these controllers are
guaranteed to be stable, that is, convergent to a target point or region. However, no explicit
attempt is made to minimize cost-to-go.

4 Reinforcement Learning and Real-Time Optimal Con-
trol

The term reinforcement learning defines a collection of methods for approximating solutions
to stochastic optimal control problems, particularly those that can be formulated as Markov
decision processes (MDPs) [21, 65]. Standard dynamic programming (DP) techniques for nu-
merically solving MDPs, such as value iteration or policy iteration, require an explicit model of
the process’s dynamics and computational resources (time and memory) that are polynomial in
the size of the state space, which, in turn, is often exponential in the number of state variables.
For problems with a large number of state variables, these methods become computationally
infeasible.

A variety of methods for efficiently approximating solutions to MDPs have been developed
(e.g. [25, 48, 55]). Among these, RL methods are novel in their combination of Monte-Carlo,
stochastic approximation, and function approximation techniques. Specifically, RL methods
combine some, or all, of the following features:

1. Unlike classical DP methods, which compute the solution to an MDP off-line, RL methods
naturally interleave learning and acting. This permits a RL-controlled system to begin
operation long before convergence to the final policy is achieved.

2. Because computation is guided along sample trajectories, RL methods can achieve consid-
erable computational efficiency in situations in which many states have very low probabil-
ities of occurring in actual experience. In this respect, RL is similar to other Monte-Carlo
methods in automatically allocating computation in proportion to that computation’s in-
fluence on the desired result.

3. RL methods simplify the basic DP backup by sampling. Instead of generating and evalu-
ating all of a state’s successors, they typically estimate a backup’s effect by sampling from
the appropriate distributions. When the samples are generated from actual experience,
this kind of backup can be applied without prior knowledge of the MDP’s transition and
reward probabilities.

RL methods have been successfully applied to a diversity of large-scale (stochastic) optimal
control problems that are important to industry and government. These include optimal asset
allocation [46], the pricing of exotic options [76], elevator dispatching [13], dynamic channel
allocation [60], job-shop scheduling [84], production scheduling [58], force-guided assembly [19],
and robot navigation [59].

One focus of recent RL research has been the attempt to further increase the computational
efficiency of RL systems by incorporating prior domain knowledge (e.g., [12, 34, 56, 70, 77, 82]).
The aim of this thesis is to leverage existing engineering knowledge concerning the design of
stabilizing controllers for complex dynamical systems. The proposed research develops a general
theory and method of incorporating such knowledge into RL systems for solving minimum cost-
to-target problems.



5 Lyapunov-Constrained Reinforcement Learning (LCRL)

The principle idea to be studied in this thesis is to use Lyapunov functions to constrain an RL
controller’s choices in a way that theoretically ensures the system will be controlled to target on
every trial. In addition to providing desirable theoretical properties, Lyapunov constraints can
improve the practical performance of RL control. During learning, initial performance is good
because the controller is guided toward the target, rather than wandering randomly around the
state space. Learning is accelerated because it is focussed on “good” actions — those that take
the system to target.

Translating a Lyapunov function into action constraints for an RL controller is not trivial.
Simply requiring the system state to descend on the Lyapunov function does not guarantee
convergence to a target. For example, a controller that moves 1/4 of the way toward a target,
then 1/8, then 1/16, etc., with each step taking unit time, only makes it halfway to target
given infinite time, yet it is always moving toward the target. RL controllers pose challenges
to the standard Lyapunov-style convergence theorems because their control policies are often
discontinuous in the state variables, stochastic, and exhibit complex non-stationary behavior.

Although the simplest possible scheme, that of requiring descent, does not have the desired
theoretical properties, many schemes can be conceived which do guarantee convergence to tar-
get. Part of the work of this thesis will be in exploring such schemes, both theoretically and
empirically.

In the remainder of this section I present two general approaches to integrating Lyapunov-
style constraints and RL. These approaches are easy to implement and ensure convergence
without requiring stronger-than-usual conditions on the Lyapunov functions. At the same time,
they are aimed at providing RL with maximum freedom to optimize control.

5.1 Probabilistic switching with non-ascending RL

The first method I propose is to probabilistically switch between a given Lyapunov function-
based controller and an RL subsystem that is restricted to be non-ascending on that same
Lyapunov function. Intuitively, the non-ascending requirement prevents divergence during RL
control, and the Lyapunov-based controller ensures sufficient movement toward the target. I
now describe this approach more formally and prove its convergence property under the simplest
set of standard Lyapunov assumptions.

Let (f, X, X7,U,g) be a deterministic control problem. X, the state space, is a continuous
subset of ™. The target region, X7 consists of a single point xr € X. U determines which
controls are admissible as a function of state. g is the instantaneous-cost function, and f the
control differential equation governing the system (i.e. x = f(x, u)).

Definition: L is a Lyapunov-type function for the control problem if:

L is continuous on X
L>0forallxeX—Xr
L(xt)=0

L

L is radially unbounded around xr.

Definition: A controller w(z) is convergent and strictly descending on L if:
1. L(x) is continuous on X

2. L(x) <0on X — Xr

3. L(xt) =0

where L is the time-derivative of L when the system is controlled by w(-).



Theorem 2 Given: a deterministic control problem, a Lyapunov-type function L, and a con-
troller w(x) that is convergent and strictly descends on L. Suppose the system is controlled
according to the following regime. At discrete times t = 0,1,2, ..., with probability 0 < p < 1,
w(x) is used to choose control signals for one time unit. Otherwise, any admissible control sig-
nals are applied for the next time unit, so long as L <0. Then with probability one, the system
will be controlled to target.

Proof (sketch): Let lo,l1,l2,... be the value of the Lyapunov function at each of the discrete
times. Le. l; = L(x(i)). The sequence {l;}{2; is non-increasing and bounded below, so has a
limit. Thus, we know lim; oo (l;+1 — ;) = 0. With probability one, the controller w is used
infinitely many times, and during these times the decrease in the Lyapunov function is:

i+1
liv1— 1l = / L(x(t))dt < max L(x(t))
t—i tefi,i+1]
From this, we deduce that at a sequence of points along the trajectory, when w(-) is controlling
the system, the time derivative of L goes to zero. These points in state space must have at
least one accumulation point, and by continuity of L when w(:) is in control, L is zero at
this accumulation point. Since L is only zero at the target point xT, the target point is the
accumulation point. Since overall control is non-ascending on L, other properties of L ensure
that trajectories do not just pass arbitrarily close to xT, but stay close as well.

Using this theorem we can construct a Lyapunov-constrained RL controller by, at fixed
time intervals, probabilistically choosing between a given Lyapunov-based controller and a non-
ascending RL controller. Convergence to the target is guaranteed with probability one, regard-
less of the choices made by the RL controller.

5.2 Probabilistic switching with unconstrained RL

One can easily imagine running the scheme of the previous section without the non-ascending
requirement on the RL subsystem. If the given controller has a worst-case solution time over the
whole state space, then the same switching scheme will, with probability one, achieve a target
state in some finite time.

Theorem 3 Given: a deterministic control problem, and a controller w(x) that has finite worst-
case time bound. Ie. (supxex “time to target starting from x, under control of w(-)”) < B, B >
0 € R. Suppose the system is controlled according to the following regime. At discrete times
t=0,1,2,..., with probability 0 < p < 1, w(x) is used to choose control signals for one time
unit. Otherwise, any admisstble control signals are applied for the next time unit. Then, with
probability one, the system state will enter the target region at some finite time.

Proof (sketch): With probability one, there will eventually be a period of [B] time units in
a row during which w(-) is selected to control the system. w(:) can take the system to target
from any state in a most B time, so by the end of that time, the system has assuredly entered
the target region.

Note that the given controller need not be Lyapunov-based, although this would be a natural
way to produce a controller with a provable time bound. In particular, if we have a Lyapunov
function asymptotically leading a controller to some point, and the target region surrounds the
point, then at some finite time the state will cross the boundary into the target region. And if
this time-to-target has a supremum over the state space, then the above theorem can be applied.

In this scheme, the selection probability, p, of the given controller is likely to have a much
stronger effect than in the previous scheme. Because the controller is less constrained, initial
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Figure 1: The pendulum swing-up problem.

performance is expected to be worse for low p, but the same freedom may allow better control
in the long run. For p = 1 the schemes are identical.

6 An LCRL Example: Pendulum Swing-Up

Tillustrate LCRL methods on a single-link pendulum swing-up task. The problem is to maneuver
a pendulum so that it is within a specified angle of upright as quickly as possible. Figure 1 depicts
the problem. The system is controlled by applying torques at the fulcrum of the pendulum.
The control differential equations that govern the system are:

d .

EG =0

d

dt

where 6 is the position of the pendulum, § the angular velocity, and u the instantaneous

applied torque. The target region is defined as |0 > Otarget- The control torque u is of

limited strength, so that the pendulum cannot be driven straight up to the target. Instead, the

pendulum must be swung back and forth a number of times until enough speed is built up to
allow it to swing up into the target region.

f=—sinfh+u

6.1 Lyapunov-based control of the pendulum

The negative of total mechanical energy in the pendulum is a Lyapunov-type function for the
swing-up problem under a slightly broader, but quite standard, definition than the one presented



earlier. It is more natural to think of increasing energy rather than decreasing negative energy,
so I will describe total energy as a Lyapunov-type function on which ascent is desired:

1.
Lys, = Total Mechanical Energy = Potential + Kinetic = (1 — cos ) + (502)

This function is minimal when the pendulum is at rest, and is maximized at the points
(8,8) = (m,+00), within the target region. Starting from rest, there is a maximal amount of
energy the pendulum can acquire without entering the target region. Thus, any controller that
increases energy without bound brings the system to target.

A natural controller choice is quickest-ascent on Lps,. Its time-derivative is:

Lpew = (sin 0)6 + 60 = (sin0)0 + 0(—sin 6 + u) = uf

To maximize L;;su, u should be chosen as the maximum possible torque in the direction of 6.
When 0 = 0, the correct choice of  is intuitively clear — the pendulum should be kept swinging.
The following three rules summarize this quickest energy ascent controller, which I will denote
EA(9,9):

e If § # 0 apply maximal torque in direction of 6.
e Iff=0and =0 apply maximal clockwise torque.
e Iff=0andd # 0 apply maximal torque toward € = 0 position.

That L;;su can be zero outside the target region is a minor concern. Standard extensions
to the basic Lyapunov stability theorems can handle such cases, as long as the system state
passes through these points and does not loiter, and a similar extension to theorem 2 proves
convergence of a constrained switching-style controller.

Worse, however, is that the EA controller has a sort of unstable equilibrium point. Assuming
the maximum torque is not sufficient to drive the pendulum right up to target, there will be some
position where the torque exactly balances the force of gravity, and the pendulum could stay
motionless forever. At such a point, the controller actually torques the pendulum in the opposite
direction, so the controlled system does not have a true equilibrium point there. However,
approached from below, it can behave as an equilibrium point.

It is possible to construct a controller that has no such false equilibria at all. For instance,
by modifying EA to use some other torque in an e-ball around the pseudo-equilibrium points.
For simulation purposes, I simply used EA, and never encountered a problem.

A worst-case time-to-target bound holds for the pendulum swing-up problem, at least as
controlled by the modified EA described above. I have already stated that there is a maximum
energy achievable outside the target region. One can show, by various simple arguments, that
the energy of the system increases at least by some § > 0 on every swing, thus a finite number
of swings back and forth is guaranteed to bring the system to target. And lastly, that swings
cannot take arbitrarily long implies that there is some worst-case time by which the system will
reach target, regardless of starting state. Such a bound means that a switching controller of the
sort described in Theorem 3 is appropriate.

6.2 Experiments

The controlled pendulum system was simulated using Euler’s method with a time step of 0.01
time units. For each algorithm and parameter settings described below, 20 independent learning
runs were performed. Each learning run consisted of 100,000 learning trials. On each trial, the
pendulum started at rest, (6, 0) = (0,0). Trials ended when the pendulum entered the target
region, or 300 time units had elapsed. (Ending long-running trials without reaching target is



better for the RL and speeds experiments too. 300 time units is approximately 10 times as long
as needed to swing the pendulum up by the EA controller.)

For purposes of RL, the allowable control torques were limited to the discrete set {-0.09,
-0.045, 0, 0.045, 0.09}. The RL method I used was e-greedy Q-learning. Whenever the RL
is given control of the system, with probability € it chooses a random allowable control, and
otherwise it chooses the control currently estimated to be best. The values of actions were
estimated using separate function approximators, each a CMAC with 10 by 10 bins on the two
state variables, and 50 tilings.

The Q-learning backups were computed from one RL decision point to the next. If the
Lyapunov-based controller controlled the system for some time between RL decision points,
this was interpreted from the RL controller’s point of view as uncontrolled transitions of the
pendulum. So, suppose the RL controller is given control of the system in state s, chooses a
control torque a, and, after some or no intervening Lyapunov-based control, RL is again given
control in state s’ having accumulated C cost along the way. The value

C+ max Q(s',d)

a'eU(s")

is incorporated into the estimated Q-value Q(s,a). For this minimum-time problem, C is just
the time elapsed between s and s'. In this way, Q-learning attempts to learn the optimal policy
given the fact that the other, Lyapunov-based controller is sometimes in control of the system.

The experiments I report used ¢ = 0.05 and o = 0.1 (the learning rate for the CMAC). I
tested control regimes that switched probabilistically between EA, with probability p, and either
unconstrained Q-learning (UncQ) or Q-learning that was constrained to ascend on Lpsy, (AQ). I
ran experiments for six different choices of p: 0.8, 0.6, 0.4, 0.2, 0.01, and 0.0. For p = 0.0, UncQ
is simply ordinary Q-learning.

6.3 Results

After every 100 learning trials, 20 test trials were run, during which there was no learning and
no exploration (e = 0.0), to test the current quality of the learned control. Figure 2 summarizes
the time to target of during learning and testing when Q-learning is constrained to ascend on
Lysufor several different switching probabilities. Each group of four columns plots, from left to
right: 1) the mean time to target during the first 100 learning trials, 2) the mean time to target
during the first 20-trial test period, 3) the mean time to target during the last 100 learning
trials (of 100,000), 4) the mean time to target during the final 20 test trials.

The probability p = 1.0 means the quickest energy ascent controller is selected all the
time, whereas p = 0.0 means the Q-learning controller is always in control of the system. The
convergence theorem, Theorem 2, applies when p > 0. Several trends are clear. By looking at
the left pair within each group, we see that initial performance decreases as the probability of
selecting the Q-learning controller increases. On the other hand, the right pairs of each group
improve as Q-learning is chosen more often; thus, as the RL controller is given more control
of the system, it is able to produce better and better solutions. Note also that performance
on training trials is better than that during learning trials, due at least in part to the random
exploration that occurs during learning. These results are all unsurprising, but encouraging.

Figure 3 plots the same values when Q-learning is not restricted to be energy ascending.
As before, initial performance is worse the more often Q-learning controls the system. Further,
we see that initial performance is far worse than when the Q-learning was constrained to be
ascending. This is consistent with the intuition that more ’'freedom’ leads to worse initial
performance. The values plotted here are even a bit generous, because trials that timed out
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(the pendulum did not reach target within 300 time units) were not included in the average. I
further discuss time outs shortly.

Figure 4 plots the final performance of AQ and UncQ next to each other. In each block of
four columns, the left two are AQ’s time to target during the final 100 learning trials and final 20
test trials, and the right two columns are the same values for UncQ. We already saw that AQ’s
performance improves as p decreases. The same is true of UncQ during testing trials, but the
opposite holds during learning trials. This is somewhat surprising. After so much learning, the
main difference between learning and test trials is just the e exploration probability. It is possible
that the unconstrained Q-learning learns an efficient policy that is not robust to disturbances, so
that during testing it performs well, but under the randomizing effect of exploration it performs
poorly. Pure Q-learning, UncQ with p = 0.0, discovers a very good policy, approximately 10%
faster than the EA controller, which performs at the black dotted line that crosses the plot.

Finally I discuss the timing-out behavior of the algorithms. AQ never times out, and neither
does UncQ when p > 0.2. Of the 20 independent runs of pure Q-learning (UncQ with p = 0.0)
and UncQ with p = 0.01, 7 and 4 runs respectively had a single learning trial time out, and the
other runs never timed out. On testing trials the story is quite different. UncQ with p = 0.01
again behaved well. Only two time-outs ever occurred, both in the first block of 20 test trials
of one of the runs. Pure Q-learning, however, had (a largely different) 7 of 20 independent runs
timing out during the first test period. Further, time-outs continued to occur during testing no
matter how much learning took place. Figure 5 plots the percentage of 20 Q-learning runs that
time out during testing. (With pure Q-learning, nothing random occurs during test trials, so
it either times out or not. There is no “chance” involved.) Over the whole course of learning,
approximately 1.3 percent of all testing trials time out. If these trials were averaged into the
above performance figures, even at 300 time units, the performance of pure Q-learning would
look significantly worse. UncQ with p = 0.01, though seemingly little different, might actually
be superior. This radical difference between p = 0 and p = 0.01, and only on test trials, was
quite surprising and warrants further analysis.

From all these results, it appears that integrating Lyapunov and RL control seems a promis-
ing approach. In the techniques tested here, different parameters allow different tradeoffs
between initial and eventual performance. The RL was able to improve significantly on the
Lyapunov-based controller, while retaining good theoretical properties.

7 Related Work

The objectives of the proposed work are to obtain performance and safety guarantees for RL
systems, to improve initial performance, and to accelerate learning. The Lyapunov function-
based constraints are a form of prior knowledge, and also form connections to work in exploration
control and Lyapunov optimizing feedback control.

7.1 Prior Knowledge

It is generally recognized that providing prior knowledge to an artificial intelligence system can
have a considerable impact on that system’s success. Research on this subject within RL has
taken a variety of forms.

Research on giving “advice” to RL agents is reported in [77, 12, 37, 38, 34, 70, 82, 18, 56, 2].
Typically, the agent is instructed on which actions are desirable or which actions are to be
avoided in certain situations. Researchers have also experimented with incorporating prior
knowledge, suitably expressed, directly into the value function approximator [70, 37, 38, 18].
The goals of these works include generality and expressiveness of the advice-giving method, and
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ease of use. In LCRL, the form of advice-giving is relatively limited; the designer specifies a
single Lyapunov function at the start of learning, and that is all. This method, however, makes
the application of the prior knowledge to RL control fairly straightforward.

Sometimes, prior knowledge can be expressed simply by the formulation of control choices.
In work closely related to that proposed in this thesis, Singh et al. [59] suggest a parameteri-
zation of control choices for motion planning in which the controller chooses a linear mixture
of distinct Lyapunov functions; the control applied to the system is then the gradient of this
mixed Lyapunov function. More generally, recent work in modularity and temporal abstraction
has provided solid mathematical foundations for RL when a single control choice can cause the
execution of an entire sequence of control actions [52, 53, 54, 49, 50, 15, 67, 69, 68, 20]. This
allows a designer to specify intelligent courses of action, which simplifies learning to solve the
control problem. Abstractly, the LCRL framework shares a common spirit with this work in
that action sets are manipulated for the purpose of improving learning performance.

7.2 Performance Guarantees

To date, there are few theoretical performance guarantees that apply to RL systems. Within
the RL community, the only convergence-to-target time bounds appear to be those of Koenig
and Simmons [30, 31]. They assume a minimum time-to-target task in a finite, deterministic
MDP, and a Q-learning controller [80] using a perfect state table to store its Q-function. By
analyzing how the estimated value of actions not leading to a target drops during learning, they
are able to bound the total time the Q-learner takes to reach the target state on the first trial.

A handful of results apply to RL systems that use function approximation to estimate the
cost-to-go function. Tsitsiklis and Van Roy prove two convergence and error bound results for
linear approximation [78, 74, 75]. One result applies to estimating the cost-to-go function of a
Markov chain, the other to learning control for an optimal stopping problem. In both cases, they
establish probability one convergence of the linear approximation and derive an error bound for
the point of convergence.

Several special gradient-based RL algorithms have been proposed for function approximators
whose output is continuous in their parameters [4, 3, 66]. For these algorithms, convergence to
a local minimum in parameter space of some error function can be guaranteed. However, the
convergence of the learning process tells one nothing about how well the resulting controller
actually performs. Williams and Baird [83] give straightforward bounds on the suboptimality of
performance caused by an imperfect (i.e., approximate) value function, though the bound is in
terms of an unknown quantity—the maximum, over all system states, of the difference between
the optimal and approximate value functions.

In the LCRL framework, convergence guarantees can be established independently of many
details of the learning process and the method of function approximation. The RL system is
constrained from the beginning to make choices that will get the system to a target state.

7.3 Safety Guarantees

A good reason to restrict the set of admissible control choices is to impose safety constraints.
Singh et al.’s [59] previously mentioned work falls in this category. Although their use of
Lyapunov functions differs from that in LCRL, both approaches guarantee collision-free control
if the navigation problem is purely kinematic. Neuneier and Mihatsch [57] and Schneider [47]
propose learning methods that pay attention to the variability of outcomes, resulting in learned
policies that are risk averse. Huber and Grupen [23, 24] apply RL to robotics problems in which
the system state is defined by the status of a set of lower-level closed-loop controllers. RL is
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used to choose which low-level controllers to activate, but, from the start, actions that violate
basic safety constraints are eliminated from the set of admissible actions.

7.4 Speed of Learning

Lyapunov constraints focus a learning controller’s attention on promising or important parts
of the state/action space. This can be expected to lead to a significant speed-up of learning.
When function approximation is involved, the issue of the distribution of updates over the state
space is particularly important because the approximation will tend to be most accurate for
the states receiving the most updates. RL work along these lines has its origin in the theory
of asynchronous dynamic programming [8], which shows that value-function backups need not
be done in full sweeps across the state space. This result is exploited in Barto et al.’s [5] real-
time dynamic programming algorithm, which performs value iteration updates along system
trajectories, thus concentrating computation on the most frequently visited states. Moore and
Atkeson [42] and Peng and Williams [51] take this a step further and systematically concentrate
computation in areas of the state space where large prediction errors occur.

Closely related is work on variable-resolution dynamic programming or RL methods [43, 44,
40, 41, 39]. These methods adaptively increase the discriminatory power, or resolution, of the
function approximation in parts of the state space where it is most needed.

7.5 Exploration Control

Lyapunov constraints can be viewed as a method to control an RL system’s exploration of the
state/action space. The problem of modulating the exploration of an unknown environment so
that excessive cost is not incurred while ensure asymptotic optimality of the resulting controller
is known variously as the exploration-exploitation dilemma, optimal learning, and the dual
control problem. Theoretical formulations and solutions to this problem are known [32], but
are computationally intractable. A variety of approximate methods, often based on statistical
mechanisms, have been proposed (e.g. [61, 26, 14]), but have only been applied to small test
problems. Lyapunov constraints can be interpreted as strong prior beliefs that certain control
choices are suboptimal, and thus never explored, while the remainder are all equally good
candidates — a rather binary view on the exploration problem.

7.6 Lyapunov Optimizing Feedback Control

The idea of Lyapunov optimizing feedback control is to choose a Lyapunov function, and then
select a controller based on that Lyapunov function [79]. For example, steepest descent and
quickest descent controllers are common choices. Such controllers are guaranteed to be stabiliz-
ing (i.e. converge to target), but take no explicit account of cost-to-go. LCRL follows the same
pattern of specifying a Lyapunov function, and finding a good controller that descends on it.
However, the RL system directly attempts to optimize cost-to-go.

8 General Plan of Work

The initial work of this thesis will explore the basic LCRL approach. A number of questions,
having both theoretical and practical implications, need to be addressed. How can one use a
Lyapunov function to constrain an RL controller? How should one formulate control choices for
an RL controller? Of what value are non-Lyapunov heuristic functions?
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Further work will explore extensions of the LCRL approach. In section 8.2 I describe some
more complex combinations of Lyapunov and RL control that attempt to retain the theoretical
benefits of Lyapunov methods without limiting the quality of control. Section 8.3 discusses the
case in which multiple Lyapunov functions are known for a problem, which come up, for instance,
when Lyapunov functions are parameterized. Section 8.4 describes a completely different use for
Lyapunov functions in RL, aimed at accelerating RL for minimum-time-to-target tasks. This
topic is independent of the others, and I intend to pursue it in parallel with the other work
mentioned here.

8.1 Basic Framework

My first task will be to address several basic questions that arise when we attempt to integrate
Lyapunov-based and RL control.

e How to constrain RL? I have presented two probabilistic switching methods that com-
bine Lyapunov and RL control, but there are many other possibilities. Desirable properties
of an LCRL regime include: 1) Provable convergence-to-target during and after learning,
2) Easy translation of a Lyapunov function/controller to some form of constraints, 3) Gen-
erality — the necessary conditions on the Lyapunov function/controller should be as weak
as possible, and 4) Good empirical behavior.

e Stochastic control problems. So far, I have mainly discussed deterministic control
problems. Lyapunov theory exists for stochastic control problems, and RL is well-suited
to such problems. How do we combine the two in this case? What kinds of guarantees can
we achieve?

e How to formulate RL controls? A common method used in RL for continuous control
spaces is discretization. Is this sufficient? Should one include actions along the directions
of steepest or quickest descent on the Lyapunov function? Should one include actions of
different durations?

e Heuristic control functions. Can one use Lyapunov-like heuristic functions that cannot
actually be decreased (by any action) in some parts of the state space? Vincent and
Grantham [79] report that such functions can be quite beneficial in practice. How can
such functions be used in an LCRL approach, and how well do they perform?

These questions have both theoretical and empirical components. I will perform experimental
studies on small-scale, simulated dynamical control problems, testing different algorithms and
the effects of their parameters. I would also like to test LCRL approaches on at least one
larger-scale, more realistic control problem, to demonstrate that the combination of Lyapunov-
based methods and RL can produce better control systems for problems that matter than either
approach can alone.

8.2 Extensions for Achieving Optimality

The Lyapunov constraints imposed on an RL controller encourage good system performance
right from the start of learning. Ultimately, however, the same constraints may bound the
controller’s performance away from optimality (or at least from some superior performance that
RL could achieve). Several possible extensions to the LCRL approach seem to have the potential
to remedy this problem:

e Use one of the two switching regimes described earlier, but reduce the probability of
choosing the Lyapunov-based controller towards zero over time. On any particular trial,
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the finite probability will ensure convergence, while asymptotically the behavior of the
controller approaches that of pure, unconstrained RL.

e Allow the controller to act unconstrained during some initial time window in each trial,
but enforce the Lyapunov constraints thereafter. Assuming the initial window is chosen
sufficiently wide to contain the trajectories of the optimal policy, it should be possible
to obtain an optimal policy. At the same time, the convergence-to-target guarantee for
individual trials is maintained because Lyapunov-constrained control will take over if the
unconstrained RL controller does not reach the target within the specified time window.

e Replace conditions on the time derivative of the Lyapunov function with conditions on the
expected value of this quantity. By choosing an appropriate probability distribution over
the control set for a given state, it is possible to satisfy such a condition while allowing as-
cending actions with some probability. Combined with an off-policy learning method, such
as Q-learning, this approach could allow convergence to an optimal policy if appropriate
conditions are met.

e Divide time into intervals and require descent on the Lyapunov function for entire intervals
rather than for each individual time step. During individual time steps, the controller is
free to ascend on the Lyapunov function, as long as descent on the function is ensured for
the overall interval. This gives the controller additional flexibility, which should allow it
to improve performance beyond the limits of the basic framework.

8.3 Multiple Lyapunov Functions

In some cases, a controller designer may know more than one Lyapunov function for a given
control problem. This is common, for instance, when a Lyapunov function is parameterized. If
we want to take an LCRL approach, what do we do when we have a set of Lyapunov functions?
In some sense, we want to know which is “best.” We might use the following framework for
making this determination automatically, at least for a finite, discrete set of candidate Lyapunov
functions:

1. On each trial, a high-level controller chooses a Lyapunov function that will be used to
constrain control choices for that trial.

2. A separate action-value function is learned for each Lyapunov function.

3. The value of each Lyapunov function for LCRL is estimated based on the costs incurred
on trials when that Lyapunov function was active.

The high-level control problem, that of choosing a Lyapunov function to constrain the current
trial based on a finite sample of outcomes for each, bears significant resemblance to an N-armed
bandit problem. It is natural to apply methods for solving bandit problems to the problem of
selecting good Lyapunov functions.

8.4 Dense Reward Structures

I also intend to investigate an alternative use for Lyapunov functions — that of generating more
informative reward structures for RL applications. One example is minimum-time tasks.
Consider defining a system’s rewards as the difference in the value of a given Lyapunov
function before and after an action is taken. If the value of a trajectory to target is defined as
the average reward per time step, then the optimal policy is the minimum time policy—because
the total reward for any trajectory from a fixed starting point is the total drop in the Lyapunov
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function in getting to the target (which is invariant across policies), and so a minimal duration
trajectory has the highest average reward per unit time.

The relative values of different policies are maintained, compared to the usual formula-
tions of minimal time reward structures, but the absolute values of the policies are distorted.
Lyapunov-based reward structures have the potential to speed learning because the controller is
immediately rewarded for approaching the target and immediately penalized for moving away
(where “approach” and “away” are defined by the Lyapunov function).
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