










A : Agent

Dump: Location for depositing all trash
T2: Location of another trash can
T1: Location of one trash can

Collect Trash at T1 Collect Trash at T2
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Y: Yellow Station
R: Red Station
G: Green Station
B: Blue Station
T: Taxi
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M: Machine
D: Drop off Station
P: Pick up Station

Assemblies
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NavPick iNavPut i

NavPut i : Navigation to Dropoff Station i
: Navigation to Pickup Station iNavPick i

DM i : Deliver Material to Station i
DA    : Deliver Assembly from Station i i
NavLoad : Navigation to Loading Deck

NavUnload : Navigation to Unload Deck
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