






















Room1

A1
Corridor

Dump

T2

T1

A2

T1: Location of one trash can.
T2: Location of another trash can.
Dump: Final destination location for depositing all trash.

Room2

Room3

Navigate to T1 Navigate to T2 Put Pick

Root

Navigate

Follow Wall Align with Wall Find Wall

Navigate to D



Root

Max Node
Q Node

:

:

PickPut

PutNav

Follow Align Find

Follow Find

NavDNavT2NavT1

T2: Location of Trash 2
T1: Location of trash 1 

D: Location of dump

Pick

Align





















Unload

40m20m

40m40m

Parts

Warehouse 60m

P4P3

D2

D3

60m

60m Load

20m

P1P2

M: Machine
D: Drop off Station
P: Pick up Station

Assemblies

D1

D4

M2 M1

M4M3



Root

DA2DA1DM2DM1

DM1 DM2

Load PutNavLoad

Nav Load Put

Forward Left Right

leftforward right

NavPuti

NavPuti: Navigate to Dropoff Station i
NavLoad: Navigate to Loading Deck
DAi: Deliver Assembly to Station i

Max Node
Q Node

:

:
DMi: Deliver Material to Station i

(b)







10

20

30

40

50

60

70

80

90

100

110

120

0 200 400 600 800 1000 1200 1400 1600 1800 2000

Nu
m

be
r o

f p
rim

itiv
e 

ac
tio

ns
 re

qu
ire

d 
to

 c
om

pl
et

e 
ta

sk

Number of trials averaged over 10 runs

Two Co-operating Agents performing task
Single Agent performing task

0

2

4

6

8

10

12

14

0 5000 10000 15000 20000 25000 30000 35000 40000

Th
ro

ug
hp

ut
 o

f t
he

 s
ys

te
m

Time since start of simulation (sec)

Co-operating Multi-Agent MAXQ
Selfish Multi-Agent MAXQ

Single Agent MAXQ



0

0.2

0.4

0.6

0.8

1

1.2

1.4

0 50000 100000 150000 200000 250000

Th
ro

ug
hp

ut
 o

f t
he

 s
ys

te
m

(a) Time since start of simulation (sec)

Multiple Co-operating Agents
Multiple Selfish Agents



0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

10000 20000 30000 40000 50000 60000 70000 80000 90000

Th
ro

ug
hp

ut
 o

f t
he

 s
ys

te
m

Time since start of simulation (sec)

Flat Q Learner
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