Using Multicast for Streaming Videos across Wide
Area Networks

Bing Wand, Subhabrata SénMicah Adlet and Don Towsley
! Department of Computer Science
University of Massachusetts, Amherst, MA 01003
2 AT&T Labs-Research, Florham Park, NJ 07928
UMass CMPSCI Tech. Report 03-28

Abstract

In this paper, we study streaming multiple videos from a renserver to asynchronous clients through a group
of proxies, using multicast on both the wide area serverypmaths and the local area proxy-client paths. In this
setting, we present an algorithm to determine the optimeheaallocation among videos at each proxy and develop
an efficient streaming video distribution scheme. Our estidins show the benefits of even a small proxy cache and
quantify the gains from using multicast on the server-prpaghs.

. INTRODUCTION

A range of multimedia applications stand to benefit from tedbgy for bandwidth-efficient and scalable video
streaming. The high bandwidth requirements and the loreglinature of digital videos make this medium patrtic-
ularly resource-intensive, stimulating research intoreeand network bandwidth-efficient distribution techreégu

Early techniques, such &mtching, patchingndstream mergindl], [2], [3], [4], [5], use multicast and broadcast
connections in innovative ways to reduce server and neta@#ts. More recent work [6], [7], [8], [9], [10], [11]
extends the above techniques to streaming content ditibgystems consisting of remote servers and proxies
close to clients, where proxies cache some video conteatlyoand assist in video streaming from the server to the
clients. Much of the existing research has focused on opingithe usage of the server bandwidth or the network
bandwidth in a broadcast LAN environment. In either case,ihndwidth usage for multiple clients is the same
as that for a single client.

There has been much less work on optimizing network bantwigiage when streaming multiple videos to
asynchronous clients in wide area Internet-like setti@sr previous work [10] explores the setting where the
wide area server-proxy paths are only unicast capable whéeocal area proxy-client paths might be multicast
capable. In this paper, we investigate the setting wherseheer has multicast connectivity to the proxies. Although
the deployment of IP multicast in the Internet has been sibis, being increasingly used within many corporate
intranets. From a practical perspective, understandiregpibtential gains from using multicast on the wide area
server-proxy paths can aid the development of appropriateitactures and techniques for video distribution in
WAN settings.

The goal of this paper is to understand the benefits of usintjicast instead of unicast on the server-proxy
paths. The multicast capability between server and proggsentially couples the proxies together: a request by
one proxy can initiate a data stream capable of serving pi@lproxies. This coupling considerably complicates
the problem of optimal proxy cache allocation. In this paper (i) present an algorithm to determine the optimal
cache allocation at each proxy among different videos, dihdi¢velop an efficient proxy-assisted transmission
scheme when server-client paths are multicast capableh@vedtudy the effect of proxy caching coupled with our
proposed scheme on the overall network bandwidth usage.

Our evaluation demonstrates the benefits of even a smalymache and quantifies the gains from using multicast
on the server-proxy paths. We propose two variations ofdrestmission scheme that differ in bandwidth efficiency.
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Fig. 1. Streaming video in the Internet: The video stream originates from a remote server and trahetaigh the network to the end
client. The proxies performing prefix caching are locatensel to the clients.

One requires proxies to dynamically join multicast grouttee other does not have this requirement and is less
bandwidth efficient. However we observe that the differasnicebandwidth usage in these two variations are small
when the video request rates are high.

In related work, [11] studies a multicast distribution et focusing on server and proxy bandwidth usage but
not on the network bandwidth usage. [12] studies both seamdrnetwork bandwidth usage to distribute a single
video using periodic broadcast by assuming the servenicpaths form an-ary tree. In contrast, we consider the
problem of distributing multiple videos with varying pojuities in a general Internet setting, where the wide area
server-proxy paths can have a different distribution treleh than the local area proxy-client paths (see Section 1)

The rest of the paper is organized as follows. Section llgmesthe problem setting and the cost model. Section Ill
and IV present our optimal proxy cache allocation technigne an efficient transmission scheme respectively. Our
evaluations are presented in Section V. Finally, Sectiorcaficludes the paper.

I[I. PROBLEM SETTING ANDMODEL

Consider a server and a set of proxies, where each proxypemsgle for a group of clients as shown in Fig. 1.
We assume multicast is available on both the server-proxlypaxy-client paths. We further assume that clients
always request playback from the beginning of a video. A preixeams the prefix directly to its clients if a prefix
of the video is present locally. If the video is not stored t& éntirety at the proxy, the latter contacts the server
for the remainder (suffix) of the stream. The server multiedke required suffix to the proxies. A proxy further
multicasts the suffix to a group of its clients that request\itdeo.

A. System model

We next provide a formal model of the system, and introdudation and key concepts, as presented in Table I.
We use a superscript and subscript to represent the indehegbroxy and the video respectively.

We consider a server with a repository df Constant-Bit-Rate (CBR) videos ard proxies. We assume the
access probabilities of all the videos and the aggregatesaaate to the video repository at each proxy are known
a priori. In a real system, these parameters can be obtained by mogitbe system. Without loss of generality,
we order the videos in non-increasing order of their accesbabilities. Letf* be the access probability of video
i at proxyk; YN, fF = 1. Let \} be the access rate of vidéaat proxy k and \* be the aggregate access rate
to the video repository at proxi; \F = Ak fk. Let \; be the aggregate request arrival rate for videat all the
proxies; \; = S8 | Ak,



We introduce acaching grainof size v to be the smallest unit of cache allocation and all allocetiare in
multiples of this unit. The caching grain can be one bit or arirute of data, etc. We express the size of video
and the cache size at each proxy in multiples as the cachaig.drideoi has playback bandwidtly bps, length
L; seconds, and size; units, un; = b;L;. We assume that proxi can storeS; units whereS;, < Eﬁil n;. The
storage vectow; = (v},v2,...,vX) specifies that a prefix of lengtif seconds for each videois cached at proxy
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k,i=1,2,..., N. Note that the videos cached at the proxy cannot exceed dhegst constraint of the proxy, that
is, YN | bvF < uSy.

On receiving a client request for a video, the proxy cal@adaitransmission scheduthat depends on the trans-
mission scheme in use. This transmission schedule speddiesach video frame, when and on whansmission
channel(unicast or multicast connection) it will be transmitted thye proxy. The proxy also calculategeception
scheduldor the clients that specifies which transmission chanreltient should listen to in order to receive each
frame. Note that a client may need to receive data from malti@nsmission channels simultaneously. Under the
transmission schemes we develop in Section IV, a clientseeckceive from at most two channels simultaneously.
This requirement is within the capacity of high bandwidtmoections. Frames received ahead of their playback
times are stored in a client-side workahead buffer. We asdii client has sufficient buffer space to accommodate
an entire video. This assumption is justified by the disk spafcmost contemporary machines.

B. Cost model

We next describe the cost model. Lgtandc, respectively represent the costs associated with tratisgiibne
bit of video data on a server-proxy path and on a proxy-clgath using unicast. Our goal is to minimize the mean
transmission cost per unit time aggregated over all vidadheé repository, i.e. .~ ; C;(v;), whereC;(¢;) is the
transmission cost per unit time for vidéavhen the storage vector for vidéads v;. In the rest of the paper, unless
otherwise stated, we shall use the tamansmission costo refer to this metric.

Assuming a proxy and its clients are located in a LAN envirenmthe bandwidth required to send one bit from
the proxy to multiple clients using multicast is still ond.brherefore, the transmission cost to send one bit from
the proxy to multiple clients is stilt,,.

For server-proxy paths, we assume the cost to transmit & biata from the server ten proxies using multicast
is Bmes, Wheres € [1/m,1) and is referred to as theulticast scaling factar The minimum value fors is
1/m, in which case the cost of transmitting a bit of data from tkever tom proxies isc, similar to a LAN
environment. Note that, in general, the cost when usingioagt in a wide area network depends on a variety of
factors including the multicast tree topology and the siz¢he multicast group [13], [14], [15], [16]. Since it is
not yet understood what are realistic topologies for ma#ictrees in wide area Internet settings, we use a range
of values forg instead of assuming a particular multicast tree topologgun performance evaluation (Section V).

Finally, note that when, = 0 and fmc, = 1, the transmission cost reduces to be the server bandwiditeus
Whene, =1 andc¢, = 0, the transmission cost reduces to be the amount of outgaafiictat the proxy.

[1l. OPTIMAL PROXY CACHE ALLOCATION

We next propose a general technique to determine the opgiroal prefix cache allocation for any given proxy-
assisted transmission scheme. Recall that a caching grdireismallest unit of cache allocation (see Section Il).
The size of vided is n; units and the cache size at prokyis Sy units. LetA4; = {m; | 0 < m; < n;} denote
the set of possible prefixes for vidépwherem; units is the size aneh;u/b; seconds is the length of a possible
prefix of videoi.

We definesaving(mi;), whereni; = (m},m?,...,mK), to be the saving in the transmission cost when storing
m¥ units of prefix of videoi at proxy k over the cost when videdis not stored at the proxieg, = 1,2,..., K.



Para. | Definition

N Number of videos
L; Length of video: (sec.)
b; Mean bandwidth of videé (bits per sec.)
u Caching grain
n; Size of videoi (units)
K Number of proxies

i Access probability of video at proxy &
AE Request rate for video at proxy k
AP Aggregate request arrival rate for videos at praxy
Ai Aggregate request arrival rate for videat all proxies
Sk The cache size (units) of proxy
vF Length (sec) of cached prefix for videcat proxy k
U; Storage vector of videos v; = (v},v?,...,vE)
Cs Transmission cost on server-proxy path (per bit)
Cp Transmission cost on proxy-client path (per bit)
I3 The multicast scaling factor
C;(v;) | Transmission cost per unit time for videéo

when the storage vector for videads v;

TABLE |
PARAMETERS IN THE MODEL.

Our goal is to maximize the aggregate savings and, henceémini the aggregate transmission cost over all the
videos. The optimization problem can therefore be fornadeads
N
maximize:)  saving(ri;)
i=1

N
Sty mP < Sp,mfeA,1<i<N1<k<K
i=1

Note that this formulation is a variant of the 0-1 knapsackbiem, where the items to be placed into the
knapsack are partitioned into sets and at most one item fraoh set is chosen. We next use the following
dynamic programming algorithm to determine the optimabeakion.

Let B be a(K + 1)-dimensional matrix. An entry inB, B(z’,f), wherej = (J1,J2,---,JK), represents the
maximum saving in the transmission cost when using the fivsleos andj, units of the storage are allocated at
proxy k, jr < Sg. Wheni = 0, B(3,7) = 0. Wheni > 0,

B . — B . 1 '.‘7 = . =
(1, meEAIiI,}ca:Xl,Z,...,K (i ] — m;) + saving(m;)

The value B(N, S) is the maximum saving in transmission cost when Mllvideos have been used, where
S = (S1,Sa,...,Sk). The minimum transmission cost Y, C;(0) — B(N, S) since the saving is relative to
storing nothing at the proxies. The execution time of thegfgm is O(N S G), whereG = max;<;<n |4;| and
S = maxi<p<x Sk. Note that the complexity of the algorithm is exponentiaihaiespect to the number of proxies

K. In the appendix, we prove that, whéfi is not fixed, the problem is NP-hard in the strong sense. There
we cannot hope for a more efficient algorithm.



When the server-proxy path is only unicast capable, detengithe allocation forK proxies is equivalent to
determining the allocation for each proxy separately. Theva optimal allocation algorithm reduces to that we
proposed in [10], which has the complexity O{ NSKG).

Note that the above optimal allocation scheme assumes fiaeimeters (including the access probabilities of
the videos, the arrival rates of the videos, etc.). In pcactihe parameters can be dynamic. Therefore the proxy
cache allocation algorithm needs to be executed peridditakdapt to the changing parameters. Once an optimal
proxy cache allocation is determined, the allocation igicstdhat is, the allocation is fixed until a new optimal
proxy cache allocation is obtained.

IV. PROXY-ASSISTED TRANSMISSION SCHEME

In this section, we develop a transmission scheme MMPattiichwis similar to patching [3], [4] in spirit but
differs from patching in that it utilizes proxy prefix cacliras an integral part for bandwidth-efficient delivery.

We next describe the MMPatch scheme in detail. When a cliequiests videa from its proxy, the proxy
transmits the prefix stored locally to this client using rualst. At the same time, the proxy requests the suffix,
the remainder of the video, from the server. Suppose proxssues the first request for the suffix of vidéeat
time 0. Corresponding to the request, the server starts to traressiffix of lengthL; — v} using multicast at time
v¥. Proxy k multicasts the suffix from the server to a group of its clietitat request the video. Later requests
for video i (from proxy k or other proxies) have two options. They can start a new padti suffix stream from
the server. Or they join the ongoing multicast of the suffixl aise separate unicast channels to obtain the missing
data. LetT; be a threshold to regulate the frequency at which the comgeffix stream is transmitted. If a later
request arrives befor@;, it joins the ongoing multicast of the suffix. Otherwise, farts a new complete suffix
stream from the server. Threshdld is chosen such that the transmission cost is minimized.

We next present two variations of MMPataliynamicandbaselineMMPatch. In dynamic MMPatch, when one
proxy initiates a multicast suffix stream from the servempther proxy joins the multicast group to receive the
stream only when at least one of its clients request the vittedaseline MMPatch, all the proxies receive the
multicast stream; then each proxy either forwards thisastréo its clients or discards it upon receipt when there is
no need for the stream. Clearly dynamic MMPatch is more badittivefficient while requires more signaling than
baseline MMPatch. In baseline MMPatch, the server canrnéradl multicast streams using one channel (multicast
connection) and all the proxies listen to that channel. Inaigic MMPatch, a multicast group has to be created
for each multicast stream from the server and the proxies t@gin multicast groups dynamically. We derive the
average number of joins from all the proxies per unit of timedynamic MMPatch and the overall transmission
cost function for both baseline and dynamic MMPatch in thpeayalix.

When there is no proxy caching (i.e., no video prefix at thexig® and the proxies are used only as gateways),
MMPatch reduces to threshold-based patching [4]. When éneesproxy path is only unicast capable, the trans-
mission from the server corresponding to the requests from groxy is independent of that to other proxies. In
this case, MMPatch reduces to MPatch, which we proposed(h [1

V. PERFORMANCE EVALUATION

In this section, we examine the resource tradeoffs for MMPPainder the optimal proxy cache allocation. We
consider a repository dfo0 CBR video clips with access probabilities drawn from a Zigtdbution with parameter
6 = 0.271 [1]. We also use more skewed & 0) and less skewed (= 0.5) distributions. We only describe the
results undep = 0.271 in detail; the performance trends under different value8 afe similar. For simplicity, we
assume all the videos are two hours long, and have the sanswlishih. We normalize the transmission cost by

both the video bandwidth and the valuegf That is, the normalized transmission cosﬁé\il C;(0;)/(csbi). Let
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Fig. 2. Relative reduction under optimal proxy cache allimcaover no prefix caching whek* = 50/min.

ép = cp/cs. We assume, € [0, 1]. Observe that}, = 0 corresponds te, = 0 and¢, = 1 corresponds te, = c,.
We represent the proxy cache size as a percentagd, the size of the video repository. We use one minute of
data as the caching grain for the proxy cache allocation.

We first consider homogeneous proxies, that is, the configms for all the proxies are the same, including
proxy cache size, video access probabilities, aggregat@late,c,, c,, etc. At the end of this section, we consider
proxies that are heterogeneous in the arrival rate of theosdWe assume requests to a proxy follow a Poisson
process and the aggregate arrival rate ranges ft0rto 500 requests per minute. The total number of proxiés
is set to bel0 or 100. The multicast scaling factg ranges in[1/K,1). The performance trends und&r = 10
and K = 100 are similar. We therefore only report the results unéer= 100.

We believe that the optimal allocation at homogeneous peshould be the same, since the proxies are not
distinguishable in contributing to the transmission c@é. are unable to provide a rigorous proof but our evaluation
on two homogeneous proxies confirms this conjecture. Rgnttie optimal proxy cache allocation algorithm on
large number of proxies is difficult because of the complexibd the space requirement. In the following, the
optimal allocation we describe is under the assumptiontti@tllocation at homogeneous proxies is the same. We
first investigate the effect of proxy caching on the transinis cost. We then describe the optimal proxy allocation
across the videos and the gains from using multicast on tiversproxy paths over using unicast. All of the above
are based on baseline MMPatch. Finally, we compare the ipeaftce of baseline and dynamic MMPatch.

A. The effect of proxy caching on the transmission cost

Proxy caching leads to lower network transmission cost lirih@ settings we study. This is expected since data
from the server pass the proxies and hence transmittingearatdirectly from a proxy incurs less cost than from
the server. On the other hand, this is in contrast to the situdly/1], which focuses on server and proxy bandwidth
usages instead of network bandwidth usage and shows that paching only reduces server and proxy bandwidth
usages in some settings.

We define theelative reductiorunder optimal proxy cache allocation over no proxy cachmbé the difference
in the costs under these two settings divided by the costowitproxy caching. Fig. 2 plots the relative reduction
thus defined when the aggregate arrival rate to a prox0isequests per minute ang ranges from 0.2 to 0.8.
We observe that a relatively small proxy cache (1%-10% ofvideo repository) is sufficient to realize substantial
savings in transmission cost and the proxy cache size hasiaislhing effect on the cost savings. Furthermore, the
reduction is more dramatic fat, = 0 than foré, = 0.3. This is because, for lower values &f, the savings from
transmitting directly from the proxy cache to the clientsrisre dramatic. Finally, we observe similar charactersstic
for other request arrival rates.
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Fig. 4. Transmission cost (normalized) when using multi¢ds= 0.4) and unicast on the server-proxy path&, = 50/min.

B. Optimal proxy cache allocation across the videos

Fig. 3(a) depicts the optimal proxy cache allocation in MMPavhen\* = 50/min, 3 = 0.2 andé, = 0.3. We
find that the size of the proxy cache allocated to a video isangtonotonically increasing function of the access
probability. This is because the threshold tends to ineess the access probability decreases. Therefore some
less popular videos may require larger prefixes than moreilpoideos to realize the optimal threshold. When
¢y = 0 (see Fig. 3(b)), the proxy cache is more evenly distributedreg the videos. For a value gfhigher than
0.2, the optimal allocation across the videos is more skewedirég not shown), closer to the allocation when
using unicast on the server-proxy paths.

C. Benefits of using multicast along server-proxy paths

When using unicast on the server-proxy paths, MMPatch reslte MPatch proposed in [10]. Fig. 4 shows the
transmission cost when using multicast and unicast on theeisproxy paths as a function of the proxy cache
size for \* = 50/min andj3 = 0.4. Using multicast on the server-proxy paths leads to sigaificavings only for
small and medium proxy cache sizes. When the proxy cacheisiz® of the video repository (i.ex = 1%),
using multicast on the server-proxy paths reduces the rresson cost by32% and 19% over that using unicast
for ¢, = 0 and ¢, = 0.3 respectively. As the proxy cache increases, more contegatgransmitted from the proxy
cache directly and the cost on the server-proxy paths besdess dominant in the total cost. That explains why
transmission costs using multicast and unicast on the spregy paths become close for large proxy cache sizes.
We observe that the cost savings from using multicast onesgmoxy paths are more significant for small values
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of ¢,. This is because, in that case, the cost on the server-praftysps more dominant in the total cost and
the benefits of using multicast are more manifest. We alserwbsthat the cost savings from using multicast on
the server-proxy paths increase with the arrival rate, @sfig for small and medium proxy cache sizes (figure
not shown). For instance, whext increases frons0/min to 500/min, for » = 1% and 8 = 0.4, the cost saving
from using multicast on the server-proxy paths increases 2% to 40% for ¢, = 0 and from19% to 24% for

¢ = 0.3.

In the above, we fixed to be0.4. As 3 increases, the cost of using multicast on the server-praxygpapproaches
and then surpasses that of using unicast. This is becaus#MiPatch, using multicast on the server-proxy paths
becomes less bandwidth efficient for higher valueggofWe refer to the value of at which the costs of using
multicast and unicast on the server-proxy paths are the sembecritical value of 8. Fig. 5 depicts the critical
value of 8 as a function of the arrival rat&”, ¢, andr. We observe that the critical value increases as the arrival
rate increases since, as observed before, the savings o multicast on server-proxy paths increase with the
arrival rate. The critical value is higher for lower valuefség, since the cost on server-proxy paths is more dominant
in the total cost whes, is low. When¢, = 0, the critical value of5 is higher for larger values aof; whené, > 0,
the critical value of$3 is higher for smaller values of. This is because the gains from using multicast on the
server-proxy paths is the highest at medium and small prache sizes fot, = 0 andé, > 0 respectively.

D. Performance comparison of baseline and dynamic MMPatch

We now assume the multicast bandwidth usage follows Ch&rtogt law [13], which states that the cost of
using multicast for a multicast group size af is m°® times as that using unicast. In dynamic MMPatch, the size
of a multicast group ranges fromto K. In baseline MMPatch, the size of the multicast grougkisand the cost
of transmitting one bit of data from the server to all the pesxusing unicast ig(c,. Therefore,3 = K% /K
in baseline MMPatch under the assumption of Chuang-Sirlu That is, 5 ~ 0.4 for K = 100. We found
the performance of dynamic and baseline MMPatch are verjlaimxcept for low arrival rate ofl0 requests per
minute, where the difference in their transmission costsiikin 10%. This is expected since in dynamic MMPatch,
the size of the multicast group for a stream with high arrikatke is close to the total number of proxi&s in
which case the transmission costs under dynamic and badditPatch are similar. However, dynamic MMPatch
requires much more dynamic joins than baseline MMPatch.ifgiance, whem\* = 10/min, the average number
of joins per minute from all proxies in dynamic MMPatch is anal 30000 (figure not shown). For higher arrival
rates, the average number of joins per minute is even highee gshe threshold tends to decrease as the request
arrival rate increases.



E. Heterogeneous proxies

We next examine the resource tradeoffs for a special casetefdgeneous proxies: the proxies are heterogeneous
in the sense that the aggregate arrival rates to the proxéedifierent. We assume proxies belong to two classes:
one class with an aggregate arrival rate56frequests per minute and the other one V&itld requests per minute,

10 times larger than the first class. The number of proxies ime&dass is the same. We observe that the allocations
for the two classes of proxies are the same. Furthermorealtbeation is very close to that for homogeneous

proxies with the same average arrival rate, whicl{580 + 50)/2 = 275 requests per minute. The reason might

be that the cost on server-proxy paths is more sensitived@gfyregate arrival rate from all the proxies instead of
the arrival rate from each individual proxy.

V1. CONCLUSIONS

In this paper, we study video streaming in the setting wherth bhe server-proxy and proxy-client paths are
multicast capable. We present an algorithm to determineofiienal cache allocation at each proxy and develop
an efficient proxy-assisted transmission scheme. Our peédnce evaluation shows that: (i) under optimal prefix
caching, a relatively small proxy cache (1%-10% of the vidggository) is sufficient to realize substantial savings
in transmission cost; (i) using multicast on server-prgath leads to significant savings over using unicast for
small to medium proxy cache sizes and high arrival rateshéndther cases, using unicast is good enough; (iii)
the simpler baseline MMPatch is as bandwidth efficient asathin MMPatch for relatively high arrival rates.
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APPENDIX
A. Derivation of cost functions for MMPatch

We derive the overall transmission cost for MMPatch by mimdethe system as a renewal process. We consider
the interval between the initiation of two multicast suffire®ms from the server. We assume Poisson arrival process
throughout the derivation.

Suppose proxyk issues the first request for the suffix of vidéan the renewal process. Let¥(vF) be the
transmission cost for vide® from proxy k. Suppose the first request arrives at titheCorresponding to this
request, the server multicasts a suffix of lendth— v¥ at timev¥. Let D¥(v¥) be the cost for the suffix stream
multicasted from the server. The difference between baselnd dynamic MMPatch lies only ¥ (v¥). In baseline
MMPatch, we haveD¥(vF) = BKc,(L; — vF) since all the proxies are in the multicast group. We nextveeri
DF(vF) for dynamic MMPatch which is classified into two cases depenan the relationship ob* and T;.
Suppose the bandwidth usage for a multicast group of 5siae d(m).

« Case 1w¥ > T;. In this case, the suffix stream of length; — v*) is transmitted to all the proxies that join

the multicast group by;. Therefore

K-1

Df(vf) = cs(Li — vf) > d(1+m)p(m, T;)

m=1
where functionp(m, t) is the probability thatn out of the otherK” — 1 proxies join in the multicast group by
time ¢t. We only derivep(m, t) for homogeneous proxies. The probability that praXy # k) has requests
for video i by timet is (1 — e~ *i*). Therefore, for homogeneous proxies, we have

K-1
m

p(m,t) _ ( )(1 - ef)\}t)m(ef)\}t)Kflfm
. Case 2w} < T;. In this case, we divide the intervé¥, T;] into subintervals of lengtld. Then D¥(v¥) can

be approximated as

Df(vf) = 46 ZLT;';U?)M SE-1d(1 + m)p(m, vF 4 nd)
+es(L = 1) Yoot d(L + m)p(m, T5)

The first term corresponds to the cost for the arrivals betwéeandT;. The second term corresponds to the
cost after timeT;.
We next deriveE* (vF). Suppose a later request to prokyfor video i arrives at timet, ,0 < to < T;. Video
delivery for this client can be classified into the followihgo cases depending on the relationshippfand T;.

« Case 1w* > T;. This is shown in Fig. 6 (a). The client receives segniént,] from a separate channel via
unicast from the proxy and segmefit, L;] via the ongoing multicast stream. Assuming a Poisson arriva

process, we have
k2
Ef(vf) = D} (vf) + Licp + =

Cp

In this case, the average total length of patches in the rengwecess is\¥T;2/2 as shown in [4].
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Fig. 6. Delivery to proxyk, which initiates the transmission of suffix from the serveing multicast in MMPatch.

« Case 2wF < T;. This is shown in Fig. 6 (b). ID < t» < v;, then the transmission mechanism is the same
as in Case 1. Ify; < t2 < T;, the client receives segmeftt v;] from a separate channel via unicast from
the proxy and receives segme(in, L;] via the ongoing multicast stream from the proxy. Segmentts| is
transmitted from the server to the client via the proxy usimjcast. Assuming a Poisson arrival process, we
have

EF(vk) = DEFwF) + Lic, + %v’wcp

+7)‘?(T’2{vf2) (cs +cp)
In this case, the average total length of patches in the ra@ngrecess from proxy: is )\fvfz/Z. The average
total length of patches from the serverig(T; — vF)2/2. This is because the average number of arrivals in
this time interval is\;(T; — v¥) with average length of patch ¢f; — v¥)/2.
We next consider later requests from another proxy # k. Let F(vJ) be the transmission cost for video

i from this proxy. It contains the costs for the complete stre@orresponding to the first request to proxy

and the partial streams (corresponding to later requestsaxy g). Let GY(vf) and H{ (v{) denote the two costs

respectively. Then

F{(v]) = G{(v]) + H} (v})

)

We next deriveGY (v]) and HY (v]). Let f(z) be the pdf of the arrival time of the first request for videat
proxy g. Then by the assumption of Poisson arrival

fla) = Ne e

Suppose the first request for vidédo proxy g is at timez, < T;. The derivation ofG?(v7) is obtained by

1

considering two cases classified by the relationshipfoand T;.

. Case 1wF > T;. In this case, iftf > v, the suffix from the server (initiated by prox) is not sufficient for
proxy g and the video segment @f?, v¥] has to be transmitted from the server to the proxy, leading tost

of (vF — vf)es. Let (vF — )T = max(vF — v{,0). The probability of having at least one arrival at proxy
beforeT; is (1 — e *T%). Then

ng(’t)zg) = [L,-cp =+ (vzk _ vg)+cs](1 - e*)‘fTi)



« Case 2wf < T;. If x <o, thenG?(v?) is the same as in Case 1.af> v¥, the length of the patch required
from the server iz — v{). Hence
GI(vf) = o [Licy + (of = uf)*e,lde
+ o F@)Licp + (2 — o) T e,ldn
We next derive the cost for partial streari (v{), which also depends on the relationship«df and 7; as
follows.
« Case 12! > T;. The average length of partial stream requested from theypi®(7; + z)/2 since the first

request is at time:. On average, there a(@; — z)\! requests from the proxy. Therefore

T N(T2 _ 22
) = [ 1@
0
« Case 2w{ < T;, we have
g 2 (v92—g?
HY(f) = fy" [(2) 2 cyd

AN — e YT — o) [TE (eg + ¢p) — ey

+ [ @)X (T — 2)[ T2 (cs + ¢) — vic,]da

This can be explained as follows.4f> v{, the average number of requests\f§7; — z) before the threshold.
The average video length required (i; + z)/2 and the prefixv{ is transmitted directly from the proxy.
Therefore the average cost for one requedtfig® (c, + ¢,) — vY¢,], which is the factor in the third term. If
z < v, the cost is the sum of the first two terms. For any requestrbeft the partial stream missed by the
client belongs to the prefix and can be served directly by tioeyp leading to a cost represented by the first
term. For requests arriving aftef, the cost is represented by the second term for similar resaas explained
for the third term.
Let N;(T;) be the number of arrivals in the interval between the indgmatof two multicast streams of video
from the server in the renewal process. It can be approxinbyel + \;7;. The exact expression is

N{(T;) =1+ M7,
K -\
+ Zg:l,g#k(le e )
K i
+ Zg:l,g;ﬁk f(] f(d?))\f(Tz o Cl?)dﬁl?

Where 1 + M\T; is the number of requests from proxy For proxy g, the probability of having at least one
request before the threshold(is — e=*7). If the first client comes at time (z < T}), the total number of arrivals
from proxy g is (T — z).

The overall transmission cost per unit of time for vide:

|5

K
Ef(vf) + Y. F())

A
-
! 9=1.97k

K
Aib;
CZ(TE) — Z Y1
= Ni(Ti)

>

This can be explained as follows. The probability that préxissues the first request )§/)\; and the total cost
contains the cost from proxi and all the other proxies with later coming requests.
We next derive the average number of joins from all the pr@pier unit of time in dynamic MMPatch. The average

length of the interval between the initiation of two multitatreams of video from the server i€f; +1/ Y5, Ak
This is because on average it takgsy K | A} for a request for vided to arrive. The probability that proxy has



a request from video by the thresholdr; is (1 — e *7T¢). Let M(g) be the average number of joins from proxy

g per unit of time. Then
N

K
M(g)=> (1 e NT)/(T;+1/ Y AF)
k=1

i=1

The average number of joins from all proxies per unit of tins)@;f{:1 M(g).

B. Strong NP-Complete

We next prove that the multiple-proxy cache allocation peabin Section Il is NP-complete in the strong sense
by reducing 3-SAT to this problelm

Proof: Let ¢ be an instance of 3-SAT. Lé{, be the number of clauses ang be the number of variables ip.
In the multiple-proxy cache allocation problem, let eadérél represent a video. Therefore, there 2wg videos.
We define two types of proxies: variable type (V-type) andustatype (C-type). Each V-type proxy corresponds to
a variable ing. Hence there are, V-type proxies. Each C-type proxy corresponds to a clausg. iHence there
are kg, C-type proxies. We illustrate the transformation by an eglemSuppose

p=(XVYVZ)AN(XVYVZ)

Thenky = 2 andvg = 3. In the multiple-proxy cache allocation problem, there @reédeos corresponding to the
6 literals, 3 V-type proxies an@ C-type proxies. We next describe some assumptions.

Access and size assumptiofi@r a V-type proxy, two videos corresponding to the two éterof the variable
are accessed from the proxy, with the same access prolatifilik. In the example above, for the V-type proxy
corresponding to variablé’, two videosX and X (the two literals for variableX) are accessed from this proxy.
For a C-type proxy, three videos corresponding to the thteeals contained in a clause can be accessed from the
proxy, with the same access probability afin the example above, for the C-type proxy correspondintpéofirst
clause(X VY V Z) in ¢, videosX, Y and Z are accessed from this proxy. We assume that the size of édeb v
is 1. Let the size of a V-type proxy bé and the size of a C-type proxy I#& There is no constraint on the size
of the server. The caching grain is chosen to be the size ofitte®. That is, videos are stored in their entirety or
not at all at the proxies.

Cost AssumptiongCorresponding to a client’s request, if the video is storeitisaproxy, the video is transmitted
directly from the proxy to the client and we assume the trassion cost of the video i§. If the video is not
stored at the proxy, the proxy forwards the request to theeseand then forwards the video to the client. The first
request for a video from the server initiates a transmissioa complete stream. A later request shares the ongoing
transmission of the complete stream if it arrives beforeraghold. Otherwise, it starts a new transmission of the
complete stream. The threshold is chosen to minimize the Eos a video, we consider the average cost between
the interval of two complete streams. L&tdenote the average cost aggregated over all the videos. SMenasthe
cost generated from a request that initiates a completarmstis 1. Furthermore, we assume all the later requests
for all the videos generate a total cost less thafhis, as shown later, can be satisfied by setting a propeeval
of .

We next prove thab is satisfiable iffC' < vy + 1.

« ¢ is satisfiable= C' < v4 + 1. Becausep is satisfiable, there is an assignment to the variables soetizh

clause is satisfied. At a V-type proxy, we store the video toatesponds to the literal that is false. At a C-type
proxy, one video among the three videos to be accessed has agdessed from the server since a C-type

1A problem is NP-complete in the strong sense: it remains bifigiete if any instance of length is restricted to contain integers of
size at most a polynomial(n).



proxy can store at mo< videos. We let the video corresponding to a literal that ie tto be accessed from
the server. In this way, the first accesses to the videos soreding to false literals generate a cost pWwith
a total ofvg. The cost for all the later accesses generate a cost lesd thdrerefore we hav€’ < vy + 1.

« C<uvs+1= ¢is satisfiable. At a V-type proxy, a video has to be accessed the server since the proxy
can store at most one video. Set thgliterals corresponding to the, videos stored at the V-type proxies to
be true. That is, they videos corresponding to the false literals are accessed fhe server and generate a
total cost of at least,. Suppose the three videos stored at a C-type proxy all quorebto literals that are
false. Then one video corresponding to a false literal hdsetserved by the server since the proxy can store
at most2 videos, which leads to an extra cost of at leasThen the total cos€’ becomes at leasty, + 1,
which contradicts the fact that’ < vy + 1. Therefore, at least one literal in a C-type proxy has to be.tr
Henceg is satisfiable.

We are left to prove that the cost assumption is satisfied vithemrrival rate) is set to a proper value. Suppose
video i is requested at a rate of from a V-type proxy. It is also requested frofn — 1) (2 < n < kg + 1)
C-type proxies, each at a rate &f Without loss of generality, suppose a request from thepétproxy initiates
a transmission of a complete stream of videfstom the server. Le; be the optimal threshold for videb Let
C;1 be the average cost of transmitting the complete stream frariv-type proxy. LetC;; be the average costs
of transmitting the unicast patches to the other 1 C-type proxies requesting video ThenC;; = 1 + 1/2AT?
andCj; < Cly, = 1/2(n — 1)AT2. To minimize (C;; + Cl,), we have

o V21—
! n
For convenience, we define
M) = G2 < G2 =
Where,
IO —_

nA+1—+v2n\+1

We know f(2,\) > 0 when X > 0. Furthermore,f(n, A) is an increasing function of for a fix A whenn > 1
and A > 0. This can be shown by taking the derivative pfn, A). Thereforemin(f(n,)) = f(2,A). Hence
max(r;(n,\)) =n/(1+ f(2,)).

Suppose the videos requested from the C-type proxies asovidis, - - -, i,,. The number of C-type proxies
that request videey, is ng, k =1,2,---,m. Then
= 2711 n; k¢
7v¢+27“(nz, )7v¢+1+f(2’)\) v¢+1+f(27)\)

i=1
where vy corresponds to the cost from all of the complete streamssinitted from the server. In order to have

C <wvg+1,we need% < 1, which is satisfied when

2(ky — 1)

A
~ Thy 3

We thus show that the cost assumption is satisfied by chogsomer value for\ and complete the proof. B



