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Abstract—

TCP is widely used in commercial media streaming systems,
with recent measurement studies indicating that a significant
fraction of Internet streaming media is currently delivered over
HTTP/TCP. These observations motivate us to develop analytic
performance models to systematically investigate the performance
of TCP for both live and stored media streaming. We validate
the models via ns simulations and experiments conducted over the
Internet. Our models provide guidelines indicating the circum-
stances under which TCP streaming leads to satisfactory perfor-
mance, showing, for example, that TCP generally provides good
streaming performance when the achievable TCP throughput is
roughly twice the media bitrate, with only a few seconds of startup
delay.

I. INTRODUCTION

The rapid deployment of broadband connectivity to the home
via cable modem and digital subscriber loop (DSL) technolo-
gies has resulted in a significant growth in streaming media us-
age. The conventional wisdom for media streaming is to use
UDP, rather than TCP, as the transport protocol. The primary
reason for not using TCP is that the backoff and retransmis-
sion mechanisms in TCP can lead to undesirable end-to-end de-
lays that violate the timeliness requirement for streaming me-
dia. Due to these limitations, much of the research over the
past decade focused on developing UDP-based streaming pro-
tocols, providing mechanisms for TCP-friendliness and loss re-
covery (see e.g., [1], [2], [3], [4]).

In spite of the conventional wisdom that TCP is not desirable
for streaming and the large body of literature on UDP-based
streaming, TCP is widely used in commercial streaming sys-
tems. For instance, Real Media and Windows Media, the two
dominant streaming media products, both support TCP stream-
ing. Furthermore, a recent measurements study has shown that
a significant fraction of commercial streaming traffic uses TCP
[5]. This study analyzed 4.5 million session-level logs for two
commercial streaming servers over a four month period and

found that 72% and 75% of the on-demand and live stream-
ing traffic, respectively, used TCP. Moreover, 27% and 47%
of the on-demand and live streaming traffic, respectively, used
HTTP. The wide use of HTTP streaming is particularly inter-
esting: HTTP streaming is perhaps the simplest streaming pro-
tocol, since no rate adaptation is employed at the application
level, unlike other TCP streaming approaches [6], [7], [8], [9];
further, no additional mechanisms are necessary to ensure TCP
friendliness or to recover loss, unlike UDP-based streaming.

In this paper, motivated by the wide use of TCP streaming in
commercial systems, we seek to answer the following question:
Under what circumstances can TCP streaming provide satisfac-
tory performance? To answer this question, we study a baseline
streaming scheme which uses TCP directly for streaming. This
baseline streaming scheme is similar to HTTP streaming and is
henceforth referred to as direct TCP streaming. We study the
performance of direct TCP streaming using analytical models.
Our models enable us to systematically investigate the perfor-
mance of TCP streaming under various conditions, a task that
is difficult when using empirical measurements or simulation
alone. To the best of our knowledge, this is the first analytical
study of using TCP for streaming.

The main contributions of this paper are:

o We build upon the TCP model in [10], [11] to develop
discrete-time Markov models for live and stored video
streaming. The models are validated using ns [12] sim-
ulation and Internet experiments.

« Using the models, we explore the parameter space (i.e.,
loss rate, round trip time and timeout value in TCP as
well as video playback rate) to provide guidelines as to
when direct TCP streaming leads to satisfactory perfor-
mance. Our results show that direct TCP streaming gener-
ally provides good performance when the achievable TCP
throughput is roughly twice the the video bitrate, with only
a few seconds of startup delay.

Our study has the following implication. A large fraction



of streaming video clips on the Internet today are encoded at
bit rates below 300 Kbps (e.g., [13] finds that around 80% of
videos encoded for Windows Media and Real Media are below
300 Kbps). On the other hand, most DSL and cable modem
connections support download rates of 750 Kbps - 1 Mbps. In
the situations where the end-end available bandwidth is only
constrained by the last-mile access link, our performance study
thus indicates that direct TCP streaming may be adequate for
many broadband users.

The rest of the paper is organized as follows. In Section II,
we review related work on TCP-based streaming and TCP mod-
eling. Section III presents the models for live and stored video
streaming using TCP. Validation of the models using ns simula-
tions and Internet experiments is described in Sections IV and
V respectively. Performance study based on the models is pre-
sented in Section VI. Finally, Section VII concludes the paper.

II. RELATED WORK

TCP-based streaming has several advantages. First, TCP is
by definition TCP friendly. Second, reliable transmission pro-
vided by TCP removes the need for loss recovery at higher lev-
els. Furthermore, in practice, streaming contents using TCP
are more likely to pass through firewalls. A number of exist-
ing research efforts that use TCP for streaming [6], [7], [8],
[9] combine client-side buffering and rate adaptation to deal
with the variability in the available TCP throughput. Client-side
buffering prefetches data into the client buffer by introducing a
startup delay in order to absorb short-term fluctuations in the
TCP throughput. Rate adaptation adjusts the bitrate (or quality)
of the video in order to deal with long-term fluctuations. Direct
TCP streaming does not deal with long-term fluctuations and
only employs client-side buffering. It is hence much simpler
than [6], [7], [8], [9]. Furthermore, it does not require layered
video as in [8], [9]. In this paper, we focus on the performance
of direct TCP streaming. We expect the performance of more
sophisticated approaches like [6], [7], [8], [9] to be better. How-
ever, the performance of these approaches and the comparison
of different approaches are beyond the scope of this study.

There is a vast literature on TCP modeling. We only review
some studies that are most related to our work. Most of the
models are on the performance of TCP when TCP is used for
file transfer. Among them, majority of the models are for long-
lived flows (e.g., [14], [15], [10], [16], [17]); some are for short-
lived flows (e.g., [18], [19]). In particular, [10] and [11] use
Markov models to capture the congestion control and avoidance
mechanisms in TCP to study the steady-state TCP throughput
and the autocorrelation structure in TCP traffic respectively.
Our work differs from all the above in that we consider the
real-time requirement when using TCP for streaming. We build

upon the TCP model in [10], [11] to develop Markov models for
streaming. The reason why we use Markov models is two fold.
First, they capture the detailed congestion control and avoid-
ance mechanisms in TCP. The timeout mechanism, which leads
to a drastic decrease in congestion window size, is particularly
important for modeling streaming using TCP (see Section VI).
Secondly, it is convenient to perform transient analysis using
Markov model, which is required for stored video streaming
(see Section III).

An earlier study [20] combines TCP modeling and video
transmission. The author provides a model to obtain the prob-
ability distribution of TCP congestion window size, which is
further applied to determine the TCP-friendly transmission rate
for a non-TCP flow used to transmit video. Our work differs
from the above study in that we study TCP-based streaming
instead of determining the TCP-friendly transmission rate for
UDP-based streaming.

III. MODELS FOR STREAMING USING TCP

In this section, we describe the problem setting and then
present discrete-time Markov models for live and stored video
streaming using TCP. The key notation introduced in this sec-
tion is summarized in Table I for easy reference.

A. Problem setting

Consider a client requesting a video from the server. Cor-
responding to the request, the server streams the video to the
client using TCP. Throughout the paper, we assume that the av-
erage TCP throughput is no less than the video bitrate. This
guarantees that, on average, the throughput provided by TCP
satisfies the requirement for streaming the video. However,
fluctuations in the instantaneous TCP throughput can still lead
to significant late packet arrivals. The client allows a startup de-
lay on the order of seconds, which is a common practice in com-
mercial streaming products. All the packets arriving earlier than
their playback times are stored at the client’s local buffer. We
assume this local buffer is sufficiently large so that no packet
loss is caused by buffer overflow at the client side. This as-
sumption is reasonable since most machines are equipped with
a large amount of storage nowadays.

Measurement studies show that most of the videos in the In-
terent are CBR (constant bit rate) videos [13]. We therefore
consider a CBR video. The playback rate of the video is p
packets per second. For simplicity, all packets are assumed to
be of the same size. For analytical tractability, we assume con-
tinuous playback at the client. That is, a client plays back at a
constant rate of p packets per second. A packet arriving later
than its playback time is referred to as a late packet. We assume
a late packet leads to a glitch during the playback and use the



fraction of late packets, i.e., the probability that a packet is late,
to measure the performance. Strictly speaking, fraction of late
packets does not correspond directly to viewing quality. To the
best of our knowledge, there is no known metric which corre-
sponds directly to viewing quality for videos in general. We
therefore use fraction of late packets as a rough metric for the
performance.

We study two forms of streaming that correspond respec-
tively to live and stored video streaming in practice. In live
streaming, the server generates video content in real time and
is only able to transmit the content that has already been gen-
erated. The transmission is therefore constrained by the gen-
eration rate of the video at the application level. Hence we re-
fer to this form of streaming as constrained streaming. For a
stored video, we assume the server transmits the video as fast
as allowed by the achievable TCP throughput in order to fully
utilize the TCP throughput. We refer to this form of stream-
ing as unconstrained streaming since the application does not
impose any constraint on the transmission. We next illustrate
the characteristics of constrained and unconstrained streaming.
For ease of exposition, each packet is associated with a packet
sequence number and the first packet has sequence number of
1.

Constrained streaming is illustrated in Fig. 1(a). Without
loss of generality, we assume the first packet is generated at
time 0. Later packets are generated at a constant rate equal
to the playback rate of the video. In the figure, G(t) repre-
sents the number of packets generated at the server by time t.
Then G(t) = pt. At the client side, let A(t) denote the number
of packets reaching the client by time ¢. Since the TCP trans-
mission is constrained by the generation rate at the server, we
have A(t) < G(t). Denote B(t) to be the number of packets
played by the client by time ¢. The playback of the video com-
mences at time 7. That is, the startup delay is 7 seconds. Then
B(t) = u(t — 7),t > 7. Observe that G(t) — B(t) = pr. A
packet arriving earlier than its playback time is referred to as
an early packet. At time ¢, let the number of early packets be
N(t). Then N(t) = A(t) — B(t). A negative value of N (t) in-
dicates that the packet arrival is behind the playback by —N (¢)
packets. Since A(t) < G(t) and G(t) — B(t) = ur, we have
N(t) < G(t) — B(t) = p7. That is, there are at most ur
early packets in constrained streaming at any time ¢, as shown
in Fig. 1(a). This observation is to be used in the model for
constrained streaming later in this section.

Unconstrained streaming is illustrated in Fig. 1(b). As shown
in the figure, the packet transmission is only limited by the
achievable TCP throughput and no constraint is imposed from
the application level. Therefore, the number of early packets at
time ¢, N(t), can be larger than ur.

| Notation | Definition |

Playback rate of the video (packets per second)
Startup delay (seconds)

State of the TCP source in the 7th round
Number of packets transmitted successfully

by TCP in the ith round

R Round trip time (seconds)

L Length of the video (measured in rounds)

f Fraction of late packets
N,

N,

S}N\‘t

i Number of early packets in the ¢th round
Number of late packets in the sth round

Ye State of the model for constrained streaming
in the th round

Y State of the model for unconstrained streaming
in the th round

P Probability of having at least one late packet
in the ¢th round

TABLEI
KEY NOTATION.

As described above, a negative value of N (t) indicates that
late packets occur at time ¢t. We need to model N(t) during
the playback of the video in order to obtain the fraction of
late packets. For this purpose, we extend the model for TCP
in [10], [11] to incorporate the specific characteristics of con-
strained and unconstrained streaming. In Section III-C.1, we
construct a Markov model for constrained streaming where the
number of early packets is one component in the model. In
Section III-C.2, we provide a transient analysis technique for
unconstrained streaming. Before describing the models for con-
strained and unconstrained streaming, we first briefly describe
the model in [10], [11].

B. Model for TCP

TCP is a window-based protocol with several mechanisms
used to regulate its sending rate in response to network conges-
tion. Timeout and congestion avoidance are two mechanisms
that have significant impact on the throughput. For complete-
ness, we give a brief description of these two mechanisms.
More detailed description can be found in [21]. For every
packet sent by the source, TCP starts a retransmission timer
and waits for an acknowledgment from the receiver. The re-
transmission timer expires (timeouts) when the ACK for the
corresponding packet is lost and there are no triple duplicate
ACKs. When timeout occurs, the packet is retransmitted and
the window size is reduced to one. Furthermore, the retrans-
mission timer value for this retransmitted packet is set to be
twice the previous timer value. This exponential backoff be-
havior continues until the retransmitted packet is successfully
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(a) Constrained streaming.

Fig. 1. Video streaming using TCP: constrained and unconstrained streaming.

acknowledged. In congestion avoidance, the window size in-
creases by one packet when all packets in the current window
are acknowledged. In most versions of TCP, such as TCP Reno
and TCP Sack, the window size is reduced by half when triple
duplicate ACKs are received. If timeout occurs before receiving

triple duplicate ACKs, the window size is reduced to one.

In [10], [11], the behavior of TCP is described by a discrete-
time Markov model, where each time unit is the length of a
“round”. A round starts with the back-to-back transmission of
W packets, where W is the current size of TCP congestion win-
dow. Once all packets in the congestion window are sent, no
more packets are sent until ACKs for some or all of these W
packets are received. The reception of the ACKs marks the
end of the current round and the beginning of the next round.
The length of a round is assumed to be a round trip time (RTT).
Packet losses in different rounds are assumed to be independent
and packet losses in the same round are correlated: if a packet
is lost, all remaining packets until the end of the round are lost.
Furthermore, the effect of lost ACKs is regarded as ignorable.

Let {X;}2°, be a discrete-time Markov model for the TCP
source, where X; is the state of the model in the 7th round.
Following the notation in [10], [11], X; is a tuple: X; =
(W;,Cy, L;, E;, R;), where W; is the window size in the ith
round; C; models the delayed ACK behavior of TCP (C; = 0
and C; = 1 indicate the first and the second of the two rounds
respectively); L; is the number of packets lost in the (i — 1)th
round; F; denotes whether the connection is in a timeout state
and the value of the back-off exponent in the ith round; R ; in-
dicates if a packet being sent in the timeout phase is a retrans-
mission (R; = 1) or a new packet (R; = 0). Denote the num-
ber of packets transmitted successfully by TCP in the ith round
as S;. Then S; is determined by X; and X;;1. For instance,
when there is no packet loss from state X; = (w,¢,l,e,7) to
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(b) Unconstrained streaming.

Xiy1 = (W', U e r"), we have S; = w, the window size in
the ith round. Detailed description of S; can be found in [10],
[11] and Appendix I. The total number of packets transmitted

successfully by TCP up to the kth round is Zle Si.

C. Models for constrained and unconstrained streaming

We now present discrete-time Markov models for con-
strained and unconstrained streaming. Each time unit corre-
sponds to the length of a round, which is assumed to be a RTT
of length as R time units. We consider a video whose length
is L rounds. The playback rate of the video is yR packets per
round.

Let f denote the fraction of late packets during the playback
of the video. Our goal is to derive models for determining f
as a function of various system parameters (including the loss
rate, RTT, retransmission timer in the TCP flow and the video
playback rate). Let /V; denote the number of early packets in the
ith round, which is a discrete-time version of N (¢) introduced
earlier (see Section III-A) and N; = N(i¢R). For simplicity
of notation, we assume the number of packets played back in
a round, uR, to be an integer. Let N f be the number of late
packets in the ith round. Then Nil e {0,1,...,uR}, where
Nil = 0 indicates that no packet is late in the ith round. Let
the expected number of late packets in the ith round be E[N].
Then

uR
EIN{] =) kP(N!= k) Q)
k=1
where P(N} = k) is the probability of having k late packets in
the ith round. The fraction of late packets is

_ XL BV
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where the numerator and denominator correspond respectively
to the expected number of late packets throughout the playback
of the video and the total number of packets in the video.

In order to obtain P(N} = k), we introduce N? to be

v_ | 0 N; >0
N; { _N,, Ni <0 3)

N? can be thought of as the number of packets that the packet
arrival falls behind the playback of the video in the 7th round.
Expression (3) follows directly from the definition of /V; and
N?. We obtain P(N} = k) as

b= R @)

Note that while the number of late packets N/ in the ith round
is at most R, N? can be larger than g R. When N} > 1R, we
have N! = uR. Therefore, P(N}! = uR) = P(N}? > uR).

Summarizing the above, the fraction of late packets can be
obtained from N;, ¢ = 1,2,..., L, by applying (1), (2), (3)
and (4). We next describe the models for constrained and un-
constrained streaming, focusing on how to derive N; from the
models.

1) Constrained streaming: Constrained streaming can be
modeled as a producer-consumer problem. The producer pro-
duces packets according to the mechanisms of TCP and stores
the packets in a buffer. The consumer starts to consume the
packets in the buffer from time 7 at a constant rate of R pack-
ets per round. At any time, the number of packets in the buffer
is no more than N4z, Nymaer = p7. This is from an earlier
observation that N; < Ny, (¢ = 1,2,..., L) because of the
constraint of video generation rate (see Section III-A). To sat-
isfy this constraint, the producer stops producing packets when
there are N, 4, packets in the buffer. We therefore use the fol-
lowing model for constrained streaming.

Let {Y}L | be a discrete-time Markov model for con-
strained streaming, where Y° is the state of the model in the ith
round. Y is a tuple represented as (X;, IV;), where X; and N;
are the state of the TCP source and the number of early packets
in the ¢th round respectively. The evolution of N; follows

Ni+1 = min(Nmamv N’L + S’L - MR)

where S; is the number of packets transmitted successfully
by TCP in the ith round, which is determined by X; and
Xi+1. In order to satisfy the condition that N; < N,,4, for
1 =1,2,..., L, the TCP source does not send out any packet
in the (¢ 4+ 1)th round if N; = Njq,. A detailed description of

the state transition probabilities for the Markov chain {Y,¢}L

and the time taken for each state transition can be found in Ap-
pendix L.

We consider videos of lengths significantly larger than the
RTT. In this case, the fraction of late packets can be approxi-
mated by taking the length of the video, L, to infinity. That is,
the fraction of late packets can be approximated by the steady
state probability

L 1 l
lim 721:1 EIN;] = lim —E[Nz]
uwRL

L—oo i—oo U

We solve for the stationary distribution of N; using the steady
state analysis in the TANGRAM-II modeling tool [22]. After-
words, we compute the stationary distribution of N} using (3)
and (4). Finally, the fraction of late packets is computed from
2).

2) Unconstrained streaming: Unconstrained streaming can
also be modeled as a producer-consumer problem. Further-
more, the number of packets in the buffer can be more than
Npaz- Therefore, it appears that solving unconstrained stream-
ing is simpler than solving constrained streaming. This is not
true and the reason is as follows. In unconstrained streaming,
the fraction of late packets depends heavily on the position of
the round. This is because, under the assumption that the av-
erage TCP throughput is higher than the video bitrate, as the
length of the video goes to infinity, the number of early pack-
ets approaches infinity and, hence, the fraction of late packets
approaches 0. The fraction of late packets in the steady state
(when the video is regarded as infinitely long) is thus trivial
(equal to 0). To obtain the fraction of late packets over a fi-
nite video, we therefore resort to transient analysis, which is in
general much more complex than steady state analysis.

We develop the following model for unconstrained stream-
ing. Let {V;*}L | be a discrete-time Markov model for uncon-
strained streaming, where Y* is the state of the model in the ith
round. Here Y;* only contains the state of the TCP source in
the 7th round, that is, Y;* = X;. The number of early packets in
the ith round, /V;, is excluded from the state space to reduce the
size of the state space, and hence computation overhead. We
introduce an impulse reward into the model to obtain the tran-
sient distribution of N,;. An impulse reward associated with a
state transition is a generic means to define measure of inter-
est (see [23] for references on reward models). We associate
an impulse reward of p,, to a transition from state Y, = y to
state Y} | = %/, defined to be the difference between the num-
ber of packets received and played back during this transition.
Denote the accumulation of this impulse reward up to the ith
round as N/. The TANGRAM-II modeling tool [22] provides a
functionality to solve for the transient distribution of N/ based
on the algorithm in [23].
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the link from router rg to 7.

We further obtain the transient distribution of IN; from that
of N/ as follows. Observe that N/ is the total number of early
packets in the ¢th round when the transmission and playback
both start at time 0. Recall that V; is the number of early pack-
ets in the ¢th round when the playback starts at time 7 instead
of 0. We therefore have the following relationship between N ;
and N/

N; = N] + ur

This relationship therefore allows us to obtain the transient dis-
tribution of IN; from that of N/. The detailed description of the
impulse reward can be found in Appendix II.

To compute the fraction of late packets, we first solve for the
transient distribution of N; through the TANGRAM-II model-
ing tool [22]. Afterwords, the transient distribution of NV f is
calculated using (3) and (4). Finally, the fraction of late packets
is computed from (2).

Denote P; as the probability of having at least one late packet
in the ¢th round. Then

P, = P(N; < 0) = P(N! < —ur) (5)

Let 8 be the probability that at least one late packet occurs
during the playback of the video. That is,

f=1-P(N;1>0,N;>0,...,N;, >0)

This is a difficult quantity to compute exactly. As shown in
Appendix III, we derive an upper bound on 3 as

B<1—TI,(1-P) (6)

IV. MODEL VALIDATION USING 7ns SIMULATIONS

In this section, we validate the models for constrained and
unconstrained streaming using ns simulations [12]. The topol-
ogy is shown in Fig. 2. Multiple TCP and HTTP sources are
connected to router ry and their corresponding sinks connected
to router 1. Each HTTP source contains 16 connections. The
HTTP traffic is generated using empirical data provided by ns.
The bandwidth and queue length of a link from a source/sink to

its corresponding router are 100 Mbps and 1000 packets respec-
tively. The propagation delay of the link from a source/sink to
its corresponding router is uniformly distributed in [10, 20] ms.

One of the TCP flows is used to stream video, referred to as
the video stream. For this video stream, denote the round trip
propagation delay as D; the average loss rate as p; the RTT as
R and the value of the first retransmission timer as Rpo. For
simplicity, Rt is rounded to be a multiple of R. We further
define To = Rro/R. Since Ryo is based on the average and
the variance of round trip times, To reflects the variation of
the RTTs. For constrained and unconstrained streaming, we as-
sume the video length to be 7000 and 80 seconds respectively.
We vary the video length in Section VI-A. In particular, we
show that the model for constrained streaming is accurate for
a wide range of video lengths. We also show that, in uncon-
strained streaming, it is sufficient to model a relatively short
video and we provide a method to obtain the fraction of late
packets for longer videos.

The link from router o and r; forms a bottleneck link where
packet losses occur due to buffer overflow. We create different
settings by varying the bandwidth, buffer size and the propa-
gation delay of the bottleneck link as well as the number of
flows (TCP and HTTP) traversing the bottleneck link. For each
setting, we run multiple simulations to obtain a confidence in-
terval. For a fixed setting, we found the values of R and T,
among different runs are close. However, due to the random-
ness in the background traffic, the loss (packet drop) rate for the
video stream in different runs may vary significantly, especially
in unconstrained streaming, where the video length, and hence,
simulation run is short. We thus face the problem of validating
a model with a given loss rate against multiple simulation runs
with varying loss rates. Since our goal is to validate our model
for a given value of p, we select simulation runs with loss rate
close to p. In particular, we select the runs with loss rate in the
range of (1 + €)p, where e < 15%, for model validation. The
95% confidence intervals for the simulations are obtained from
the selected runs.

In each setting, we obtain the fraction of late packets from
the model and the simulation, denoted as f,, and f, respec-
tively. We say the model and the simulation have a good match
if f,, falls within the confident interval from the simulation or
% < J}— < 5. The reason for the second “loose” criterion can
be explained as follows. We use the fraction of late packets to
roughly measure the viewing quality. When f,, and f, satisfy
the above criterion, they correspond to similar viewing experi-
ence. For instance, fraction of late packets as 0.1 and 0.5 both
correspond to bad viewing experience; fraction of late packets
as 10~* and 5 x 10~ both correspond to good viewing experi-
ence, etc.



Setting # | # of sources Link from router o to 71 Parameters of the video stream
TCP | HTTP | Prop. delay (ms) | B.w. (Mbps) | Buffer (pkts) | y (persec) | D (ms) | p(%) | R(ms) | To
1 10 40 40 3.7 50 25 120 1.90 210 2
2 6 15 5 5 80 50 50 0.74 165 5
3 7 40 5 3.7 100 25 50 0.40 285 3
4 6 30 40 3.7 50 25 120 0.65 210 2
TABLE II
CONSTRAINED STREAMING: VARIOUS SETTINGS FOR MODEL VALIDATION IN 7s.
| Setting # | Range of loss rate (%) | # of selected runs | T (pkts per sec) | T/u | required 7 (sec) |
1 1.7,2.1 40 31.7 1.27 56
2 0.6,0.8 32 64.9 1.30 38
3 0.3,0.5 37 49.7 1.99 22
4 0.6,0.8 30 57.1 2.28 12
TABLE III
CONSTRAINED STREAMING: RESULTS FOR VARIOUS SETTINGS.
1 e lists the range of loss rate and the number of selected runs in
+ model —+— each setting. Let T represent the available TCP throughput.
% 0.1 %x ne mme Then T'/p represents how much the achievable TCP through-
§ %%’g,%&z put is higher than the video playback rate. The required startup
% 0.01 S8 delay 7 is the value of the startup delay at which the fraction
§ K‘X 9 of late packets reduces to zero. In each setting, the fraction of
g 0.001 ¢ S late packets predicted by the model is compared to that from
2 S the simulation. We next describe the validation for one setting
§ 0.0001 k % (Setting 1) in detail; the results for other settings being similar.
b \xk In this setting, 10 TCP sources and 40 HTTP sources are
1e-05 connected to router rg. The video stream has a playback rate
0 5101520253035404550 of 25 packets per second. The round trip propagation delay of
Startup delay (sec) this video stream, D, is 120 ms. We generate 60 simulation
Fig. 3. Constrained streaming (Setting 1): fraction of late packets versus the ~Tuns, each run lasting for 7000 seconds. The video length is

startup delay for a 7000-second video.

A. Model validation for constrained streaming

We validate the model for constrained streaming in four set-
tings as listed in Table II. In these settings, the number of TCP
sources varies from 6 to 10. The number of HTTP sources is
15, 30 or 40. The buffer size of router ro ranges from 50 to 100
packets. The bandwidth of the link from rq to 71 is 3.7 or 5
Mbps. The propagation delay from 7 to r1 is 5 or 40 ms. A
TCP flow is associated with a CBR source for video streaming.
The playback rate of the video is 25 or 50 packets per second
and each packet is 1500 bytes. Therefore, the bandwidth of the
video is 300 or 600 Kbps. The various parameters for the video
stream are listed in Table II: the round trip propagation delay
is 50 or 120 ms; the loss rate ranges from 0.40% to 1.90%; R
ranges from 165 to 285 ms and 7o ranges from 2 to 5. Table III

7000 seconds. The average loss rate of all the runs is 1.9%. We
use p = 1.9% in the model and select runs with loss rates in
the range of 1.7% to 2.1% for the reason given earlier. Among
the selected 39 runs, the values of R and T’ are close with the
average of 210 ms and 2 respectively. These values are used in
the model to obtain the fraction of late packets. Fig. 3 depicts
the fraction of late packets versus the startup delay predicted by
the model and obtained from the simulation. We observe a good
match between the model and the simulation. The validation
results for the other settings (Setting 2, 3 and 4) are depicted in
Fig. 4.

B. Model validation for unconstrained streaming

We validate the model for unconstrained streaming in four
settings as listed in Table IV. A TCP flow is used for uncon-
strained video streaming. The various parameters of this video
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UNCONSTRAINED STREAMING: VARIOUS SETTINGS FOR MODEL VALIDATION IN #s.

| Setting # | Range of loss rate (%) | # of selected runs | 1 (pkts ps) | T/1 | required 7 (sec) |

1 2.0,2.4 431 28 1.1 18

2 0.4,0.8 535 60 1.1 14

3 1.3,1.7 482 42 1.1 14

4 1.2,1.6 554 65 1.1 16
TABLE V

UNCONSTRAINED STREAMING: RESULTS FOR VARIOUS SETTINGS FOR MODEL VALIDATION IN 7s.

Setting # | # of sources Link from router r o to 71 Parameters of the video stream
TCP | HTTP | Prop. delay (ms) | B.w. (Mpbs) | Buffer (pkts) | D (ms) | p (%) | R (ms) | To | tptr. (pkts per sec.)
1 9 40 40 3.7 50 120 2.2 220 2 30.8
2 5 30 40 3.7 50 120 0.6 195 2 66.5
3 9 40 5 5 100 50 1.5 162 3 46.1
4 5 30 5 5 100 50 1.4 110 3 71.4
TABLE IV

stream (including p, R, T and the average throughput) are es-
timated and listed in Table IV. Table V lists the range of loss
rate and the number of selected runs in each setting. The play-
back rate of the video is chosen such that the achievable TCP
throughput is 1.1 times of the video playback rate. For each
setting, we vary the playback rate of the video and compare the
results from the model to those from the simulation. We next
describe one setting (Setting 4) in detail; the results for other
settings are similar.

In this setting, 5 TCP sources and 30 HTTP sources are con-
nected to router r7og. We generate 1000 simulation runs. Each
run lasts for 200 seconds. We assume the length of the video
to be 80 seconds, corresponding to approximately the initial 80
seconds of a simulation run. The average loss rate of the video
stream in the 1000 runs is 1.4%. We use p = 1.4% in the model
and select the runs with loss rate between 1.2% to 1.6%. There
are a total of 554 such runs. For the selected runs, the average
RTT and T are 110 ms and 3 respectively; the average TCP

throughput is 71.4 packets per second. We set the playback rate
of the video to be 65 packets per second. That is, the avail-
able TCP throughput is 10% higher than the video playback
rate. Fig. 5 depicts the fraction of late packets versus startup
delays. Both the results predicted by the model and measured
from the simulation are shown in the figure. Again, we ob-
serve a good match between the model and the simulation. For
a startup delay of 6 seconds, at playback rates of 51, 55 and
60 packets per second, the probabilities of experiencing no late
packets throughout an 80-second video are 0.02, 0.04 and 0.09
respectively from the simulation. The upper bounds on these
probabilities given by (6) are 0.18, 0.58 and 0.99 respectively.
The upper bounds are not very close to the simulation results.
This is likely due to the independence assumption used in de-
riving the bound.

Last, the validation results for other settings (Setting 1, 2 and
3) are plotted in Fig. 6.
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V. MODEL VALIDATION USING EXPERIMENTS OVER THE
INTERNET

In this section, we validate the models for constrained and
unconstrained streaming using experiments conducted over the
Internet. In each experiment, we stream a video using TCP
from one site to another site and use fcpdump [24] to capture
the packet timestamps. The average loss rate p, average RTT R
and Tp of this TCP flow are estimated from the tcpdump traces.
We use Linux-based machines for all the experiments.

A. Model validation for constrained streaming

We first focus on constrained streaming. A CBR video is
transmitted using TCP from University of Southern Califor-
nia (USC) or University of Massachusetts (UMass) to a client in
aresident house in Amherst, Massachusetts. The resident house
uses a cable modem for its Internet connection. The playback
rate of the video is 40 or 50 packets per second and each packet
consists of 1448 bytes. That is, the bandwidth of the video is
approximately 480 or 600 Kbps. We conducted 22 experiments
from February 19 to March 7, 2003 at randomly chosen times;
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Fig. 7. The TCP throughput of an experiment from USC to the client in the

resident house in Amherst, MA.

each experiment lasting for one hour. For each experiment, we
plot the time series of the TCP throughput, where each point
is the average throughput over a 10-second interval. Based on
the throughput series, we choose stationary segments of length
500 to 1000 seconds that exhibit variations in throughput, im-
plying the occurrence of congestion. The segments are chosen
by visual inspection although more rigorous methods can be
used [25]. We use one trace to illustrate our procedure. Fig. 7
plots the TCP throughput averaged over every 10 seconds for
one experiment. We choose the first, second and third 1000
seconds of the trace as three segments to validate the model
against the measurements. Each segment is treated as a 1000-
second video. The loss rate, RTT and T are obtained from the
data segment and used in the model.

We obtained a total of 12 segments from the experiments.
Fig. 8
presents a scatterplot showing the fraction of late packets for

The startup delay varies between 4 to 10 seconds.

various startup delays obtained from the measurements versus
that predicted by the model. The 45 degree line starting at the
origin represents a hypothetical perfect match between the mea-
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surements and the model. Along the upper and lower 45 degree
lines, the fraction of late packets from the model is respectively
5 times higher and lower than that from the measurements. All
but 7 scatterplot points fall within the upper and lower 45 de-
gree lines, indicating a match between the model and the Inter-
net experiments. We speculate that the 7 bad matches are due

to insufficient number of samples in the data segment.

B. Model validation for unconstrained streaming

We next compare model prediction to measurements taken
over the Internet for unconstrained streaming. In each exper-
iment, we run 8 parallel TCP connections to obtain a group
of runs with similar TCP parameters (loss rate, RTT and To).
Since the bandwidth for a cable modem connection is too low
to benefit from parallel TCP connections, we chose a high-
bandwidth university path. The server is at University of Mas-

sachusetts (UMass) and the client is in Universita’ dell’ Aquila,
Italy. Each experiment lasts for 1 hour. We then divide the trace
for each TCP flow into multiple segments, each of 100 seconds.
Each 100-second segment is treated as a 100-second video. We
use p = 3.1% in the model and select 266 segments having loss
rate between 2.7% and 3.5%. For the selected segments, the
RTT is 300 ms and Tp =
packets per second. We set the playback rate of the video to

1. The average throughput is 15.2

be 14 packets per second. Correspondingly, the available TCP
throughput is 9% higher than the playback rate of the video.
Fig. 9 plots the fraction of late packets for various startup de-
lays. The fraction of late packets predicted by the model is
slightly higher than that from the measurements. This might be
because, at the beginning of the video streaming, the window
size is always one in the model while it may be larger than one
in the measurement data segment.

VI. EXPLORING PARAMETER SPACE

In this section, we vary the model parameters in constrained
and unconstrained streaming to study the impacts of these pa-
rameters on performance. In doing so, we provide guidelines as
to when TCP streaming leads to satisfactory performance.

The loss rate, R and T in the model jointly determine the
achievable throughput measured in packets. For convenience,
we refer to these three parameters as TCP parameters. We set
the values of the TCP parameters to represent a wide range of
scenarios. The loss rate is varied in the range of 0.4% to 4%.
Previous work shows that the median RTT between two sites
on the same coast in the US is 50 ms, while the median RTT
between west-coast and east-coast sites is 100 ms [26]. Conse-
quently, we vary R in the range of 40 ms to 300 ms. We vary
To from 1 to 4, based on several measurements from Linux
machines in [15] and our measurements.

Denote the achievable TCP throughput as 7' packets per
second. Then 7'/ represents how much the achievable TCP
throughput is higher than the video playback rate. In the fol-
lowing, we first explore how the performance of constrained
and unconstrained streaming varies with the length of the video.
We then investigate the effect of 7'/ on the performance and
the sensitivity of the performance to the various parameters in
the model. Following that, we identify the conditions under
which using TCP provides a satisfactory viewing experience.
At the end, we summarize the key results.

A. Effect of video length on performance
We first use the setting in Section IV-A to illustrate the effect

of the video length on the performance in constrained stream-
ing. The startup delay is set to 6 seconds and the length of
the video ranges from 500 to 7000 seconds. Fig. 10(a) plots
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the fraction of late packets versus the video length from the
model and the ns simulation. The model provides a good pre-
diction for various video lengths. For videos longer than 2000
seconds, the fraction of late packets for different video lengths
from the simulation is similar and closer to the prediction from
the model than for shorter videos. Throughout this section, we
assume the video for constrained streaming is sufficiently long
so that stationary analysis can be used to obtain the fraction of
late packets.

We next use the setting in Section I'V-B to investigate how the
fraction of late packets varies with the video length in uncon-
strained streaming. The startup delay is set to 4 seconds. The
playback rate is 51 packets per second. Correspondingly, the
available TCP throughput is 40% higher than the video play-
back rate. We obtain P; (i = 1,..., L), the probability that
the <th round has at least one late packet (see Section III-C.2).
Fig. 10(b) plots P; over the length of the video from the model
and the simulation. In the figure, the fraction of late packets is
low at the beginning of the video, increases to a peak value and
then decreases over time. This can be explained as follows. At
the beginning of the playback, the probability of having a late
packet in a round is low due to the packets accumulated in the
client local buffer during the startup delay. Subsequently, pack-
ets are played out while at the same time being accumulated
in the client buffer. The number of early packets in the buffer
increases with time since, on average, the achievable through-
put is higher than the playback rate of the video. Therefore,
the probability of having late packets in a round reaches a peak
value and then decreases over time as the number of early pack-
ets in the buffer increases.

In Fig. 10(b), the probability of having late packet in the
730th round (i.e., 80th second) decreases to 10 4. This indi-
cates that, after 730 rounds, the fraction of late packets is ap-
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Fig. 11. Performance of constrained and unconstrained streaming when vary-
ing the video playback rate and fixing the TCP parameters.

proximately inversely proportional to the length of the video,
since the probability of having late packet after 730 rounds is
close to 0. This is confirmed by the simulation results. In gen-
eral, to obtain the fraction of late packets, f, for a video of L
rounds, it is sufficient to obtain the fraction of late packets in
the initial [ rounds of the video, denoted as f;, such that P; is
close to 0. Then f = [f;/L. Throughout this section, we use
videos of 80 seconds for unconstrained streaming.

B. Effect of T/ i1» on performance

We now explore the effect of 7'/ on the performance of con-
strained and unconstrained streaming. The fraction of late pack-
ets decreases as 7'/ increases. This is intuitive since, as T’/
increases, packets are accumulated in the client’s local buffer
faster relative to the playback rate of the video.

Fig. 11 shows one example, where p = 1.4%, R = 110 ms,
To = 3 and the achievable TCP throughput is 71.4 packets
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per second. The playback rate of the video is chosen to be 51,
55 and 60 packets per second, corresponding to T'/p = 1.4,
1.3 and 1.2 respectively. The startup delay is 6 seconds. For
constrained streaming, the video is assumed to be on the or-
der of thousands of seconds. For unconstrained streaming, the
length of the video is 80 seconds. We observe that as the play-
back rate of the video decreases (T'/j increases), the fraction
of late packets decreases exponentially in both constrained and
unconstrained streaming. For the same playback rate, the frac-
tion of late packets in constrained streaming is higher than that
in unconstrained streaming by an order of magnitude. The dif-
ference between constrained and unconstrained streaming be-
comes even more dramatic as the video length increases, since
the fraction of late packets is similar for long videos in con-
strained streaming and decreases with the video length in un-
constrained streaming.! It is not surprising that unconstrained
streaming can significantly outperform constrained streaming,
since the maximum number of early packets in the latter is no
more than the product of the startup delay and the video play-
back rate, while no such limit exists in the former.

C. Sensitivity of performance to parameters

We next fix 7'/ p and study the sensitivity of the performance
to the various model parameters. Fig. 12 shows the fraction
of late packets for 4 sets of TCP parameters in constrained
streaming. The playback rate of the video is chosen such that
T/ = 1.6 for all the settings. The startup delay is between
4 and 10 seconds. In Fig. 12, Tpo = 1, 3; p = 2%, 8% and
R =70, 150 ms. For p = 2% and R = 150 ms, the fraction of
late packets for various startup delays decreases dramatically

1We ignore the initial increasing trend since its duration is usually very short
(see Section VI-A).
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Fig. 13. Unconstrained streaming: sensitivity to the various parameters (p, R,
To and video playback rate), T/ = 1.3.

when T decreases from 3 to 1, especially for large startup
delays. For p = 8% and Tp = 1, the decrease is close to
an order of magnitude when R decreases from 150 ms to 70
ms. For Tp = 1 and R = 150 ms, the decrease is also large
for long startup delays when p decreases from 8% to 2%. The
above shows that the performance of constrained streaming is
not solely determined by T'/u but also depends on the values
of the various parameters in the model. For a fixed value of
T/ 11, the performance improves when reducing one of the TCP
parameters.

Fig. 13 shows the probability of having at least one late
packet in a round for four sets of TCP parameters in uncon-
strained streaming, where rounds are represented using sec-
onds. The playback rate of the video is chosen so that T'/u =
1.3 for all the settings. The startup delay is 6 seconds. In
Fig. 13, p = 2%, 8%; R = 160, 320 ms and Tp = 1, 3.
We observe similar behavior as in constrained streaming: the
performance is sensitive to the various parameters in the model
and the performance improves when reducing one of the TCP
parameters.

D. Conditions for satisfactory performance

In Section VI-C, we observe that, for a fixed value of T'/p,
different sets of parameters can lead to dramatically different
performance in both constrained and unconstrained streaming.
In other words, different sets of parameters place different re-
quirements on the value of 7'/ needed to achieve the same
performance. We next identify the conditions under which the
performance when using TCP is satisfactory. In general, view-
ing quality is satisfactory when the fraction of late packets is
low for a short startup delay. People can usually tolerate a few
seconds of startup delay. Studies show that the video qual-
ity drops when the packet loss rate exceeds 10 ~% (e.g., [27]).
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Consequently, we assume that the performance of direct TCP
streaming is satisfactory when the fraction of late packets is be-
low 10~ for a startup delay of around 10 seconds.

We choose p = 0.4%,2% or 4%, corresponding to low,
medium and high loss rates respectively, and choose Tp =
1,2,3 or 4. Let T denote the achievable TCP throughput in
one RTT. Then T’ is determined by p and T, and T' = T /R.
Since T’ is fixed once p and T are fixed, the value of 7'/ =
Tr/(pR) is varied by varying the product of i and R. We next
explore quantitively the impact of T'/x on the performance of
TCP streaming.

1) Constrained streaming: We first fix the playback rate of
the video, u, to be 25 packets per second and vary the value
of RTT such that 7'/ ranges from 1.2 to 2.4. We observe a
diminishing gain by increasing 7'/ on the performance: the
performance improves dramatically as 7'/ increases from 1.2
to 1.6 and less dramatically as 7'/ increases from 1.6 to 2.4.
One example is shown in Fig. 14, where p = 2% and Tp = 4.
This diminishing gain indicates that, to achieve a low fraction
of late packets, the required startup delay is very long when
T/ is only slightly higher than 1 and reduces quickly as 7'/ i
increases. However, the reduction becomes less dramatic for
large values of 7'/ uu. Fig. 15(a) shows the required startup delay
such that the fraction of late packets, f, is below 10~%asa
function of T'/u for various loss rates and 2 < T'o < 4 (the
required startup delay when T = 1 is much lower for the same
loss rate and 7'/ p). We observe that under various settings, the
performance becomes satisfactory when 7'/ is roughly 2.

We next set the value of RTT to 50, 100, 200 or 300 ms
and vary the playback rate of the video such that 7'/ ranges
from 1.2 to 2.4. We again observe a dramatic performance gain
when T’/ increases from 1.2 to 1.6 and less dramatic gain af-
terwards. Next, we investigate the required startup delay such

that the fraction of late packets is below 10 ~* when T'/p = 2.
Fig. 15(b) shows the required startup delay when p = 4%. The
required startup delay for lower loss rates is lower (figures omit-
ted). When R = 50 ms (corresponding roughly to two sites on
the same coast in the US), the required startup delay is no more
than 10 seconds under all settings. When R = 100 ms (cor-
responding roughly to two sites on the two coasts in the US),
the required startup delay is no more than 10 seconds under all
settings except for very high loss rate (p = 4%) and high To
values (Tpo > 3). However, for a long RTT, high loss rate and
timeout value, the required startup delay is in tens of seconds,
as shown in Fig.15(b).

2) Unconstrained streaming: We again first fix the playback
rate of the video to 25 packets per second and vary the value of
RTT such that T'/p ranges from 1.2 to 2.4. The results are
similar as in constrained streaming: diminishing performance
gains are observed when increasing 7'/ and the performance
becomes satisfactory when the achievable TCP throughput is
twice the video bitrate. Fig. 16(a) shows the required startup
delay such that the fraction of late packets is below 10 =% as a
function of T'/ i for various loss rates and To = 4 (the required
startup delay for lower Tp values is lower). We observe that the
required startup delay is bounded within 10 seconds when 7'/ 11
increases to 2.

We next set the value of RTT to 50, 100, 200 or 300 ms and
vary the playback rate of the video such that T’/ ranges from
1.2 to 2. We obtain the required startup delay such that the frac-
tion of late packets is below 10~* when T'/u = 2. Fig. 16(b)
shows the required startup when p = 4% for various values of
RTT. The required startup delay for lower loss rates is lower
(figures omitted). Under relatively short RTT, i.e., R = 50 or
100 ms, the required startup delay is within 10 seconds for all
the settings. However, for a long RTT, high loss rate and time-
out value, the required startup delay is in tens of seconds, as
shown in Fig.16(b).

E. Summary of results

The key results from our exploration of parameter space

are:

o The fraction of late packets when the video is beyond a
certain length is similar in constrained streaming while it
decreases with the video length in unconstrained stream-
ing (after an initial increasing trend at the beginning of the
playback).

o The performance of TCP streaming improves as the value
of T'/ v increases. Furthermore, increasing 7'/ beyond a
point yields diminishing performance gain.

o The performance of TCP streaming is not solely deter-
mined by 7'/ but is sensitive to the values of the vari-
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ous parameters in the models. However, the performance
is generally good when the achievable TCP throughput is
roughly twice the video bitrate, when allowing a few sec-
onds of startup delay.

o For large RTTs, high loss rates and timeout values, to
achieve a low fraction of late packets, either a long startup
delay or a large T'/ i1 (greater than 2) is required.

Our study has the following implication. A large fraction
of streaming video clips on the Internet today are encoded at
bit rates below 300 Kbps [13]. On the other hand, most DSL
and cable modem connections support download rates of 750
Kbps - 1.5 Mbps. In the situations where the end-end avail-
able bandwidth is only constrained by the last-mile access link,
our performance study thus indicates that direct TCP streaming
may be adequate for many broadband users.

VII. CONCLUSIONS

In this paper, we developed discrete-time Markov models
for constrained and unconstrained streaming that corresponds
to live and stored video streaming respectively. Our validation
using ns and Internet experiments showed that the performance
predicted by the models are accurate. Using the models, we
studied the effect of various parameters on the performance of
constrained and unconstrained streaming. In doing so, we pro-
vided guidelines as to when direct TCP streaming renders sat-
isfactory performance, showing, for example, that TCP gener-
ally provides good streaming performance when the achievable
TCP throughput is roughly twice the media bitrate, with only a
few seconds of startup delay. Note that our model can be easily
extended to the setting where loss rate varies during the playout
of the video by incorporating the various loss rate values into
the Markov models. Last, we use fraction of loss rate as the
performance metric throughout the paper. Performance study



using more complicated and user-oriented metrics is left as fu-
ture work.
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APPENDIX |
MODEL FOR CONSTRAINED STREAMING

In constrained streaming, the state of the model in the ¢th
round, Y%, is represented as (X, V;), where X; and N; are
the state of the TCP source and the number of early packets in
the sth round respectively. As in [10], [11], X, is represented
as atuple: X, = (W;,C;, L;, E;, R;). W; is the window size
for round i. C; models the delayed ACK behavior of TCP;
C; = 0 and C; = 1 indicate that the first and the second of
the two rounds respectively. L; is the number of packets lost in
the (i — 1)th round. E; denotes whether the connection is in a
timeout state and the value of the back-off exponent in round .
R; indicates if a packet being sent in the timeout phase is either
aretransmission (R; = 1) or a new packet (R; = 0).

Let Pw.clerniw e i el = P(Wiga
C/, Li+1 = l,, Ei+1 = 6/, Ri+1 = 7“/, Ni+1
w,C; = ¢, Ly = 1,E; = e,R; =1, N; =
ability associated with the state transition from state (W; =
w,C; =c¢,L; =1,E; =e,R; = r,N; = n) to state (W1 =
w’, Ci+1 = Cl,LiJrl = l/,EiJrl = 6’,Ri+1 = r/,NiJrl = /).

= w’, Ci+1 =
=n’ | W, =
n) be the prob-

Let vy c.le,rnsw’ ¢ 1, v ,n’ DE the time taken for this state tran-
sition. Let Rro be the value of the first retransmission timer.
It is rounded as a multiple of the RTT R. Denote the maximum
window size as W, ... The state transition probabilities and the
times taken for the transitions are listed in Table VI. In the ta-
ble, there are 5 groups of p’s and r’s corresponding respectively
to situations (1) no packets are lost in a round; (2) one or more
packets are lost in a round; (3) one or more packets are lost in a
short round; (4) exponential back-off; (5) packet playback.

APPENDIX II
MODEL FOR UNCONSTRAINED STREAMING

In unconstrained streaming, the state of the model in the ith
round }/iu = Xi’ where X,L' = (Wz, Ci7 Li; E’i; Rz) The im-



Pw,0,0,0,0,n;w,1,0,0,n’ = (]- - p)wv

—_ 1 w
Pw,1,0,0,0,n;w+1,0,0,0,n’ = ( - P) ,
Dw,1,0,0,0,n5w,0,0,0,n’ = (1-p)v,
Tw,0,0,0,0,n;w,1,0,0,n’ = Ra
Tu,1,0,0,0,n3w+1,0,0,0,n/ = R,
Tw,1,0,0,0,n3w,0,0,0,n = R,

_ -1
Dw,e,0,0,0,n;w—1,0,1,0,0,n’ = p(l—-p),
Pw,e,0,0,0,1;1,0,0,1,1,n = D
Tw,e,0,0,0,n;w—1,0,1,0,0,n’ = Ra
Tw,e,0,0,0,m:1,0,0,1,1,n = Rro,
D1,0,1,0,0,n:1,0,0,1,1,n’ = 1,
02,0,1,0,0,n:1,0,0,1,1,n = 1,

) ,

Dw,0,1,0,0,m:1,0,0,1,1,n’ = Y ..p(1-p),

Pw,0,1,0,0;| (w+1)/2],0,0,0,0 =

Tw,0,1,0,0,m:1,0,0,1,1,n = Rro—-R,
T'w,0,1,0,0; (w+1)/2],0,0,0,0

P1,0,0,4,7,m;1,0,0,min{i4+1,7},1,n = D
D1,0,0,,1,1;1,0,0,4,0,n+1 = 1-p
01,0,0,4,0,1:2,0,0,0,0,n+1 = 1-p
71,0,0,4,r,n;1,0,0,min{i+1,7},1,n 20V Ry,
71,0,0,4,1,n;1,0,0,7,0,n+1 = Ra
71,0,0,4,0,n;2,0,0,0,0,n+1 = R,
Tw,c,l,e,mn;w,c,l,e,r,n’ = R,

n' = min(Nyaz, n + w)
1<w< Wmam;

n' = min(Npmaz, n + w)
w = Whaz,

n' = min(Npaz, 1 + w)
1<w < Wiae

2<w < Whaz,c=0,1,1 <1 < w,
n' = min(Npmag,n +w — 1)
2<w< Whaz,c=0,1

2<w < Whaz,c=0,1,1 <1 <w,
2 <w< Whas,c=0,1

!/

n' = min(Nyaz,n + 1 — p)

n' = min(Nyaz, 7+ p(1 — p) + 2(1 — p)?)
3<w < Wiae

Efzo ip(1-p)" )

> p(—p)

w—1 . i
Do, ip(1-p) +w(l-—p)*

o p(—p)i4(1-p)v

n' = min(Npaz, n +

3 < w < Whaa,

)

n' = min(Npmaz, n +

1 <w < Wiae
3<w < Whaa

1<i<T7,r=0,1
1<i<7
1<i<7
1<i<T7,r=0,1
1<i<7
1<i<7

n =n— uR

TABLE VI
CONSTRAINED STREAMING: DEFINITION OF THE STATE TRANSITION PROBABILITIES AND THE TIMES TAKEN FOR THE TRANSITIONS.

pulse reward py, ¢.1.e.rw’,c’ 17 e’ 7 15 @associated with a transition
from state (W; = w,C; = ¢, L; = 1, E; = e, R; = r) to state
(Wi+1 = U)/, CiJrl = C,, Li+1 = l,, Ei+1 = 6,, Ri+1 = 7’,).
This impulse reward is defined in Table VII. In the table, there
are 4 groups of p’s corresponding respectively to situations (1)
no packets are lost in a round; (2) one or more packets are lost
in a round; (3) one or more packets are lost in a short round; (4)
exponential back-off.

APPENDIX III
DERIVATION OF AN UPPER BOUND ON 3 FOR
UNCONSTRAINED STREAMING

Let 8 be the probability that at least one late packet occurs
during the playback of the video. Let o be the probability of
having no late packet throughout the playback of the video.
Then 8 = 1 — . We provide an upper bound on [ by giving a
lower bound on . Let A; be the total number of packets reach-
ing the client up to the ith round. Let B; be the total number of
packets played back by the client up to the ith round. Then A ;
and B; are respectively the discrete-time version of A(t) and



Pw,0,0,0,0;w,1,0,0
Pw,1,0,0,0;w+1,0,0,0
Pw,1,0,0,0;w,0,0,0

Pw,c,0,0,0;w—1,0,1,0,0
Pw,e,0,0,0;1,0,0,1,1

£1,0,1,0,0;1,0,0,1,1
£2,0,1,0,0;1,0,0,1,1

Pw,0,1,0,0;1,0,0,1,1

Pw,0,1,0,0;| (w+1)/2],0,0,0,0

£1,0,0,i,7;1,0,0,min{i+1,7},1
£1,0,0,i,1;1,0,0,4,0
£1,0,0,4,0;2,0,0,0,0

w— pR,
w— pR,
w— pR,

w—1— uR,
_N’Ra

1—p—uRro,

p(1 —p) +2(1 - p)* - uRro,

S22 ip(1—p)’
Mo p(-p)
DI TSR
S popitaope T

- pRro,

_M2(i_1)RTO7
1— uR,
_N’Ra

TABLE VII

2 <w < Wiz, c=0,1,1 <1 < w,
2 <w< Wihaz,c=0,1

UNCONSTRAINED STREAMING: DEFINITION OF IMPULSE REWARD.

B(t) introduced in Section III-A. It is clear that N; = A; — B;
and

ifiR>71

o.w.

B { g(z’R—T),

Let S be the number of packets sent out successfully by
TCP in the kth round. Then A; = 22:1 Sy. Since the time

unit in the model is the length of a round, we have

P(N, >0,Ny >0,..., Ny, >0)
= P(A1 > B1,A > By,---, A > By)

It is clear that A; is a nondecreasing function of .S;. If S;’s are
associated, then by [29], we have

a > P(A; > By) =11y (1 - P)

where P, = P(N; < 0) = P(A; < B;). We next sketch a
proof that S;’s are associated by only considering the conges-
tion control behavior in TCP. The proof when also considering
time out behavior is similar. We first define random variables

Xi as
. — 17
Xi = 0,

Then by the mechanism of TCP, we have

congestion occurs in round ¢
0.W.

S =max(Si—1 + 1, Wiae)(1 — xi) + Si—1Xi/2

It is observed that packet losses in TCP follow a Poisson pro-
cess [16]. We therefore assume Y ;’s are independent. Then by
Property P, in [29], S;’s are associated.
We obtain an upper bound on 3 from the lower bound on «
as
f=1-a<1-T,(1-P)



