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Abstract—
We present a game-theoretic study of the selfish behavior of

TCP users when they are allowed to use multiple concurrent TCP
connections so as to maximize their goodputs or other utility func-
tions. We refer to this as the TCP connection game. A central
question we ask is whether there is a Nash Equilibrium in such a
game, and if it exists, whether the network operates efficiently at
such a Nash Equilibrium. Combined with the well known PFTK
TCP Model [13], we study this question for three utility functions
that differ in how they capture user behavior. The bad news is that
the loss of efficiency or price of anarchy can be arbitrarily large if
users have no resource limitations and are not socially responsible.
The good news is that, if either of these two factors are considered,
efficiency loss is bounded. This may partly explain why there will
be no congestion collapse if many users use multiple connections.

I. INTRODUCTION
The conventionalwisdom is that the stability of the Internet is

due to TCP’s congestion control mechanisms. For example, [1]
used a game-theoretic study to show that TCP-Reno and Drop-
Tail buffer can make the network operate efficiently when end
points are allowed to adjust the increase and decrease parame-
ters of TCP. On the other hand, [11] argues that both network
and user behavior should be considered regarding the stability
issue of the Internet. This paper is an attempt to understand the
impact of user’s behavior on the efficiency of the Internet.
Using a game-theoretic framework,we evaluate the impact of

greedy behavior of users when allowed to open multiple TCP
connections. One of our motivations comes from the observa-
tion of the trend that more and more users use some software
agents (e.g.,FlashGet [4]) for concurrent downloading in order
to accelerate file transfers [8]. Specifically, we are interested
in a scenario in which a number of users compete for the ca-
pacity of a single bottleneck link. Users have infinite amounts
of data to send, and they are allowed to open a number of con-
current connections. This scenario can be modeled as a non-
cooperative game in which players are individual users. The
strategy of each player is the number of TCP connections. Each
player tries to maximize its own utility. We call this game the
TCP Connection Game.
For this type of general game, we study three specific games

that differ from each other in their utility functions. In game
1, a user’s utility function corresponds to the long-term average
goodput (packets per second transferred by the bottleneck link
without being discarded). In game 2, users take into account the
potential cost incurred on the system and on themselves. This

cost is assumed proportional to the aggregate sending rate of all
connections opened by all users. The cost incurred by each user
is then the aggregate sending rate of all connections opened by
this user. This cost not only can be interpreted as the packet
sending cost for a user, but also the system-wide network re-
source consumed by the offered traffic. Thus in this sense, a
user concerned with this cost can also be thought of being so-
cially responsible. In game 3, in addition to the packet send-
ing cost, we introduce another term specific only to users and
that accounts for the cost of maintaining open connections. We
also allow users to have different computation powers. A more
powerful user will have more computation resource to support
more TCP connections. For all three games, the Nash Equilib-
rium (NE) can be thought of as a combination of the number of
connections of all users, at which no users can benefit from in-
creasing or decreasing its number of connections. In this paper,
we only study pure strategy NE.
We are interested in the following questions. Do there ex-

ist Nash Equilibria (NE) for these TCP connection games? If
so, what is the loss of efficiency and price of anarchy of the
network operating at a NE? How can the behaviors of users po-
tentially affect the efficiency of the NE? For example, how can
the socially responsible behavior of users affect the efficiency
of the NE? Are users treated fairly at NE? Are NEs stable in the
sense that any deviation from NE will converge back to NE?
We find that, in game 1, when users do not have any resource

constraints and are not socially responsible, the loss of effi-
ciency or the price of anarchy can be arbitrarily large. This
is in contrast to the conclusion in [1] that the network oper-
ates efficiently with TCP-Reno loss recovery mechanism and
DropTail queue even when users are capable of freely choos-
ing additive increase and multiplicative decrease parameters of
TCP. However, we find that in games 2 and 3, the efficiency
loss is bounded if users are resource constrained and socially
responsible. We also show that there exists a unique NE for
game 2 and that it is locally stable, namely, any small deviation
from NE will eventually converge back to NE. And, we have
observed that it is very likely that the NE is globally stable as
well. We also observe that integer NEs very likely exist for the
real case that users are only allowed to open an integer num-
ber of connections. Last, in game 3, we show that a user with
greater computation power is able to obtain greater goodput at
the NE than a user with smaller computation power.
The rest of the paper is organized as follows. Section II
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presents the related work. System optimization problem is ad-
dressed in Section III. In Section IV, we study game 1 in which
users are only interested in maximizing their goodput. In Sec-
tion V, we introduce the packet sending cost and social respon-
sibility into user’s utility function. Section VI studies game 3
in which both cost and computation power are considered. We
present the simulation study with NS in Section VII, and con-
clude the paper in Section VIII.

II. RELATED WORK

There are numerous works on the stability of the Internet
and TCP congestion control. The most relevant one is a recent
game-theoretic study of TCP by Akella et al [1]. They studied
a class of TCP games in which each user controls a single TCP
connection, and the strategy of each user is a pair of values cor-
responding to the additive increase parameter α and multiplica-
tive decrease parameter β. Our work differs from their work in
that we let users use standard TCP but allow them to choose the
number of concurrent connections. Morris and Tay [11] studied
congestion collapse through a model of the interaction between
network and user behavior. Liu et al [8] studied the impact of
concurrent downloading on the fairness and system’s transient
behavior.
In our game-theoretic study, we investigate the effect of the

number of connections on TCP performance. Regarding this
subject, there are also several related works, such as [14] and
[10]. Qiu et al [14] gave some simulation results on TCP per-
formance when there are a large number of TCP connections.
Morris [10] also did simulations on TCP performance when the
number of flows is large, and he gave some recommendations
on the buffer size for improving the bottleneck link throughput.
There are many TCP modeling works. Among them, we

choose the known and the most accurate PFTK TCP model [13]
as the basis of our analysis. To the best of our knowledge, our
work is the first attempt to systematically study the competition
among selfish users being capable of strategically adjusting the
number of TCP connections in a game-theoretic framework.

III. SYSTEM OPTIMIZATION
In this section, we first define the TCP connection game, with

specific utility function definitions left for the following sec-
tions. Then we address the system optimization problem, which
is applicable to all utility functions studied in this paper.
Formally, in the TCP connection game, there arem (m ≥ 2)

TCP users with different Round Trip Time (RTT) R i compet-
ing for the capacity C of a bottleneck link. Individual users
are treated as players. A strategy ni available to a user i
is a feasible number of connections he/she can open concur-
rently. In practice, ni takes positive integer values. However,
we will consider the case where ni is a real-valued number.
Then we discuss the case where ni is a positive integer num-
ber. Let Si denote the feasible strategy set of player i, then
ni ∈ Si. And the feasible strategy space of this game is
S = S1 × S2 · · · × Sm. Then, a feasible strategy tuple is a
m-dimension vector n = (n1, n2, ..., nm) ∈ S. The objective
of each player is to maximize its utility Ui by adjusting ni. Var-
ious utility functions Ui are defined in the following sections

to capture different user behaviors. Nash Equilibrium nne or
n∗ = (n∗

1, ..., n
∗
m) 1 is defined as

n∗
i = argmaxni∈Si

Ui(n∗
1, n

∗
2, ..., ni, ..., n

∗
m), ∀i

In the TCP connection game, from a system point of view,
the aggregate goodput of all connections of all players is al-
ways the bottleneck link capacity. Thus, there is nothing to be
optimized regarding the aggregate goodput. However, we note
that there is a cost associated with this aggregate goodput. For
each user i, each connection will have a sending rate or offered
rate Bi. Then,

∑m
i=1 niBi, the aggregate of all these offered

rates, drives the bottleneck link to full utilization. The larger∑m
i=1 niBi is, the more network resource utilized. Thus, we

can think of Bi as a “cost” from the system’s point of view and∑m
i=1 niBi as an aggregate cost Φ. Thus, to get the highest ef-

ficiency, the system’s optimization objective is to minimize this
total cost while maintaining the bottleneck link fully utilized.
In the following, we first introduce the known TCP send-

ing rate model and its related per-connection goodput model in
[13]. Throughout this paper, we will base all our analysis on
these two models.
The best known TCP sending rate model, full PFTK TCP

model relating TCP sending rateBi to loss rate p and RTTRi, is
given in [13], but is too complicated for analysis. Therefore, we
use a simplified version (recommended in the TFRC standard
proposal [5]) given as

Bi = 1/(µRi
√

p + T0,iν(p3/2 + 32p7/2)) (1)

where µ =
√

2b/3, ν = 3/2
√

3b/2, b = 1 or 2, and T0,i =
4Ri.
For per-connection goodput, we assume that the expected

window size W of each connection is the same for all flows
going through a congested bottleneck link [13], because we
expect all connections to incur the same loss rate p at the
bottleneck link queue. Let W̄ denote this common window
size. Then, the per-connection goodput of player i will be
Gi = W̄/Ri. Suppose that player i has ni connections.
Then, based on the bottleneck principle, the sum of goodputs
of all connections of all players equals the link capacity C, i.e.,∑m

i=1 niGi = C. Then, we have W̄ = C/(
∑m

i=1 ni/Ri) and
Gi = (C/Ri)/(

∑m
i=1 ni/Ri).

We have the following formulation of the system optimiza-
tion problem:

min
n

Φ =
∑m

i=1 niBi (2)

subject to
Bi = 1/(µRi

√
p + T0,iν(p3/2 + 32p7/2)) (3)

Bi(1 − p) = (C/Ri)/(
∑m

j=1 nj/Rj), ∀i (4)
ni ∈ [1, ..., nmax

i ]; m ≥ 2; n = {n1, ..., nm} (5)

Note, (4) indicates that per-connection goodput of a user is
the product of its per-connection sending rate and the proba-
bility of successful transfer. Regarding the optimal operating
point of the whole system, we have the following result.

1For notational convenience, in this paper, we use both n∗ and nne inter-
changeably to denote the number of connections at NE. Similarly we use both
p∗ and pne to denote the loss rate at NE.
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Theorem 1: In the TCP connection game, the system optimal
cost is uniquely achieved at nopt = (1, 1, ..., 1).

Proof: First, we transform the objective function into a
simpler form: Φ = C/(1 − p). It is easy to see that we need to
find the minimal feasible p to minimize Φ.
Note that p is a function of n (see (4)). If we take T0,i = 4Ri,

as recommended in [5], and let

φ̄(p) = µ
√

p + 4ν(p3/2 + 32p7/2)

(4) can be rewitten as

F (p, n) = (1 − p)(
m∑

j=1

nj/Rj) − Cφ̄ = 0

Solving for p given a specific n is actually equivalent to solving
the above equation. First note that,

lim
p→0

F =
m∑

j=1

nj/Rj > 0; lim
p→1

F = −C · φ̄(1) < 0

Furthermore, F (p, n) is a strictly monotonic decreasing func-
tion of p since

∂F/∂p = −
m∑

j=1

nj/Rj − Cφ̄ < 0

Thus, there must be a unique solution p in F (p, n) = 0 for
any given feasible n. That is, p as a function of n is implicitly
defined in F (p, n) = 0. Note that p is a increasing function
of n, thus, minimal popt (satisfying F (p, n) = 0) is uniquely
achieved at nopt = (1, 1, ..., 1). Then, we see that the system
cost expressed in (2) uniquely achieves minimum value at n opt

with Φopt = C/(1 − popt).

IV. GAME 1: AGGRESSIVE USERS
In this section, we study the TCP Connection Game with

goodput as the utility function. Users with this utility function
are aggressive in the sense that they only care about goodput
and have no resource limitations and are not socially responsi-
ble. We first identify the Nash Equilibria of this game, and then
study how badly the system’s performance is influenced by this
selfish user behavior.

A. Nash Equilibrium
Recall the basic definition of the TCP connection game

in Section III. The strategy set of player i is Si =
{1, 2, 3, 4, ..nmax

i }, where nmax
i is the maximum allowable

number of connections for user i. We allow each player to max-
imize its aggregate goodput by adjusting its feasible number of
connections ni. Specifically, the utility of player i is repre-
sented as:

Ui = niGi = (Cni/Ri)/(
m∑

j=1

nj/Rj) (6)

We call this utility function 1 and the game with this utility
function Game 1. The following lemma shows that the game

with this utility function has a unique Nash Equilibrium (NE)
at a boundary point in the strategy space.
Lemma 1: There exists a unique Nash Equilibrium (NE) of

the TCP connection gamewith utility function 1. At this NE, all
players use their maximum number of allowable connections,
that is, NE is (nmax

1 , nmax
2 , ..., nmax

m ).
Proof: Note that the strategy set of each player is a dis-

crete set. To make the analysis easier, we first relax the strategy
set of any player to be a real interval [1, nmax

i ]. This relaxed
version is a continuous kernel game [2].
For player i, consider the partial derivative

∂Gi/∂ni = ((C/Ri)
∑

j $=i

nj/Rj)/(
m∑

j=1

ni/Rj)2 (7)

Obviously, ∂Gi/∂ni > 0, thus, player i always has an incentive
to increase its number of connections regardless of the number
of connections used by other players. Since this is true for all
players, the only NE is n∗ = (nmax

1 , nmax
2 , ..., nmax

m ). Since
the strategy set of the original discrete game is a subset of this
continuous kernel game, and this NE is a feasible strategy in the
original discrete game, we conclude that the original discrete
TCP connection game has a unique NE at n∗.

Remarks. There is no fairness at the NE. Since the utility
function is an increasing function of the number of connections
opened by a user, user i with larger nmax

i /Ri will have a larger
goodput than user j with smaller nmax

j /Rj .

B. Price of Anarchy and Loss of Efficiency
Price of Anarchy [6], is defined as the ratio of system perfor-

mance at the worst NE and the system performance at the sys-
tem optimal point. This value quantifies the loss of efficiency
of the worst NE. In a TCP connection game with utility func-
tion 1, there is a unique NE. Then, price of anarchy is just the
efficiency loss of this unique NE.
Let pne denote the loss rate when the system is at NE. The

system cost at NE is:

Φne =
m∑

i=1

nmax
i Bi,ne = C/(1 − pne)

Then, the price of anarchy is given by:

Leff = Φne/Φopt = (1 − popt)/(1 − pne) (8)

If the number of usersm is fixed, then Φopt is a constant re-
gardless of the values of nmax

i . But Φne is an increasing func-
tion of nmax

i . The reason is as follows. Based on the proof
of Theorem 1, we know that p is an increasing function of the
number of connections and p asymptotically approaches 1 as
ni, ∀i goes to ∞. Thus, when nmax

i → ∞, pne → 1. Then
(8) indicates that the price of anarchy becomes unbounded and
arbitrarily large.
It is interesting to note that the price of anarchy asymptot-

ically approaches a constant when the population of users in-
creases. We assume that all users have the same RTT R̄, and
they have the same maximal allowable number of connections
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n̄, then pne is the solution of (1 − pne)Bne = C/(mn̄), and
popt is the solution of (1 − popt)Bopt = C/m. The loss of
efficiency is Leff = (1 − popt)/(1 − pne) = n̄Bne/Bopt.
Since limm→∞ popt = 1 and limm→∞ pne = 1, then

lim
m→∞

Bopt = 1/(µR̄ + 33T0ν) = lim
m→∞

Bne

Thus, limm→∞ Leff = n̄. However we need to be cautious
when interpreting this result. In this case,m is so large that the
network cannot even support the case where each user opens
only one connection (popt → 1). Thus, the network cannot
operate efficiently even at the system optimal point.

V. GAME 2: RESOURCE CONSTRAINED AND SOCIALLY
RESPONSIBLE USERS

The previous section shows that the price of anarchy can be
arbitrarily large if users are only interested in maximizing their
goodputs. In this section, we will show that if users have some
resource constraints and take some social responsibility by con-
sidering the cost to the system in their utility functions, then the
price of anarchy is bounded.
Recall that we treat the aggregate sending rate from all con-

nections opened by a player as the efforts or cost incurred by
that user. Let niBi denote this cost. Note, this cost not only
represents a cost to the system but also can be interpreted as
the cost to the user for sending data. Then a user i may want
to examine the tradeoff between the cost n iBi and the achieved
goodputs when making a decision on how many connections to
open, thus we can derive a utility function as follows

Ui = C(ni/Ri)/(ni/Ri +
m∑

k=1,k $=i

nk/Rk) − βniBi (9)

We call this utility function 2 and the gamewith this utility func-
tion Game 2. Here, coefficient β ∈ (0, 1) represents a user’s
weight on the efforts or cost. A smaller β means a user is less
resource constrained and less socially responsible. If β = 0,
this utility function becomes just the goodput, the utility func-
tion 1.
In this section, first, we study a continuous kernel symmet-

ric multiple player TCP connection game in which all users
have the same Round Trip Time (RTT). We then consider two
extensions. One is a discrete version of the symmetric multi-
ple player TCP connection game. The other one is a continu-
ous kernel asymmetricmultiple player TCP connection game in
which users have different RTTs.

A. Continuous Kernel Symmetric TCP Connection Game
In this game, since all users have the same RTT, the per-

connection sending rate from all users are all the same. Thus,
an arbitrary player i has the utility function given in (9) with B
replacing Bi and all R terms being canceled out. Note that B
is given in (3) and (4). B is a function of p which is in turn a
function of ni, ∀i. The strategy set for player i is a real inter-
val Si = [1,∞). Since all players take a real-valued number
as a feasible strategy and the identity of a player is not impor-
tant, we call this game a continuous kernel symmetric [2] TCP
connection game with utility function 2.

Theorem 2: There is a unique Nash Equilibrium (NE) n∗ in
the continuous kernel symmetric TCP connection game with
utility function 2. At this NE, all players have the same number
of connections. This NE is an interior point of the strategy space
form < m0 and n∗ = (1, 1, ..., 1) form ≥ m0. Thresholdm0

is the largestm satisfyingm(1− p∗)B∗ ≤ C where p∗ and B∗

are respectively loss rate and per-connection sending rate at the
NE.

Proof: The proof consists of two parts. In the first part, we
prove that the unique Nash Equilibrium achieved at an interior
point in the strategy space. In the second part, we present the
results when the number of players is very large.
Part 1:
Each player i tries to solve for its optimal strategy

n∗
i , as a response to the strategies of all other players.
Thus, if there is an interior point NE n∗ = (n∗

1, ..., n
∗
m),

then it must be true that ∀i, ∂Ui/∂n∗
i = 0, and n∗

i =
argmaxni∈Si

Ui(n∗
1, ..., ni, ..., n∗

m).
In the following, we first introduce a fact indicating that the

stationary point satisfying ∂Ui/∂ni = 0 is actually the maxi-
mum point if it is in [1,∞). Then we show that there is a unique
n∗ satisfying ∂Ui/∂n∗

i = 0, ∀i.
First, we need to seek all vectors n∗ satisfying a set of m

equations

∂Ui/∂ni = 0, ∀i ∈ [1, 2, 3, ..., m] (10)

In the following, we first prove that if n∗ exists, n∗
i = n∗

j , ∀i, j.
Then, we show that such n∗ is actually unique by proving that
there is only one p∗ for which n∗

i = n∗
j , ∀i, j.

For an arbitrary player i, we have

∂Ui

∂ni
=

Cn−i

(ni + n−i)2
− β

φ
− βniCϕ

(ni + n−i)2[(p − 1)ϕ− φ]
(11)

where

φ=µR
√

p + T0ν(p3/2 + 32p7/2) = 1/B (12)

ϕ=
µR

2√p
+ T0ν(

3
2
√

p + 112p5/2) (13)

and n−i =
∑m

k=1,k $=i nk and ϕ = dφ/dp.
Fact 1: Best response of a player is unique and it is the sta-
tionary point if the stationary point is in [1,∞). First we
need to show that for any given n−i, there is only one unique
maximal point for Ui. In fact, player i needs to solve the fol-
lowing equations to get a candidate for a maximal point nm

i :

0=βni − n−i(1 − p − β)[ϕ(1 − p)/φ+ 1] (14)
0=Cφ− (ni + n−i)(1 − p) (15)

where (14) is a simplification of ∂Ui/∂ni = 0. We can think
of nm

i and p are implicit functions of n−i. We note that for any
given n−i, there is a unique pair of (nm

i , p) as the solution to
(14) and (15). We can check that the unique stationary point
nm

i obtained from this implicit function is indeed a maximal
point. We can enlarge the domain of U i to be (0,∞), and no-
tice that nm

i is also a unique stationary point for this enlarged
domain. Since Ui(0, n−i) = 0 and limni→∞ Ui = −∞, they
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are not larger than Ui(nm
i , n−i) given that nm

i is indeed an in-
terior point. Then we can conclude nm

i is indeed a maximal
point in domain (0,∞). If it is still a stationary interior point
in [1,∞), then it also must be a maximal point. Otherwise if
it is smaller than 1, then maximal point is taken at the bound-
ary 1, which is discussed in Part 2 of this proof. We can show
that nm

i = fi(n−i) and p = fp(n−i) are continuous functions2
on domain n−i ∈ (0,∞). In addition, from implicit function
theorem, we know that they are continuously differentiable.
Now, we go on to prove the existence and uniqueness of NE.

Consider two arbitrary players i and j, and let

δini =
m∑

k=1,k $=i

nk; δjnj =
m∑

k=1,k $=j

nk

When ∂Ui/∂ni = ∂Uj/∂nj = 0, we get

(1 − p)[δi + βϕ/((1 − p)ϕ+ φ)]/(1 + δi) − β=0 (16)
(1 − p)[δj + βϕ/((1 − p)ϕ+ φ)]/(1 + δj) − β=0 (17)

Let ∆ = βϕ/((1 − p)ϕ+ φ), then combining (16) and (17)
leads to

(δi/(1 + δi)− δj/(1+ δj)) +*(1/(1 + δi)− 1/(1+ δj)) = 0
(18)

For (18) to be true, we need either* = 1 or δ i = δj . We can
show that∆ = 1 cannot be true. We prove this by contradiction.
Assume that it is true, then we can substitute it into (16), and
get β = 1 − p. Substituting β = 1 − p into ∆ = 1, we get
φ = 0. We know that φ = 0 is impossible given that p ∈ (0, 1),
thus ∆ += 1. Thus, the only possible solution is δi = δj , ∀i, j.
This implies that n∗

i = n∗
j at NE n∗ if it exists.

In the following, we will prove that, when n∗
i = n∗

j , there
exists a unique solution p∗ for (10). Then we can conclude that
there is one unique n∗.
Since at NE all players have the same number of connections,

from (11), we obtain

(m − 1)/β − m/(1 − p) + ϕ/((1 − p)ϕ+ φ) = 0 (19)

Let F (p) denote the LHS of (19). Ideally, solving equation
(19) with p as unknown, we can get loss rate at NE p∗. Then,
substituting p∗ back into (4), we can get n∗ as the number of
connections of all users at NE. However, (19) contains several
powers of p such as 7/2 and 5/2, which makes it impossible to
get an algebraic solution of p. Thus, in the following, we ex-
amine several properties of F (p), and based on these properties
make an inference about the behavior of NE. For a exact value
of p∗ and n∗ when given a network setting, we can use Matlab
to numerically solve for them.
First, we will prove that (19) has only one solution for p in

(0, 1). We note that F (p) is a continuous function, and the
domain of F (p) is p ∈ (0, 1), and limp→0 F (p) > 0 and
limp→1 F (p) < 0. We claim that F (p) is a strictly monotonic
decreasing function. If this claim is true, then there must be a
single solution p∗ for F (p) = 0. In the following, we prove this
claim.

2fi(n−i) is referred to as the best response or reaction function in this paper.

Consider the derivative

dF

dp
=

−m

(1 − p)2
+

ϕ′φ

[(1 − p)ϕ+ φ]2

<
−1

(1 − p)2
+

ϕ′φ

[(1 − p)ϕ+ φ]2

=
−φ2 − 2(1 − p)ϕφ− (1 − p)2(ϕ2 − ϕ′φ)

(1 − p)2[(1 − p)ϕ+ φ]2
(20)

Thus, to prove that dF
dp < 0, we only need to prove that ϕ2 >

ϕ′φ. This can be easily proved. See Claim 1 in appendix for
details.
If we substitute p∗ into (4), together with the result that all

users have the same number of connection at n∗, we conclude
that there is only one NE for this game and it is symmetric. That
is, n∗

i = argmaxni∈Si
Ui(n∗

1, ..., ni, ..., n∗
m) and n∗

i = n∗, ∀i.
Part 2:
Now, we will show that if m ≥ m0 where m0 is the largest

m such thatm(1− p∗)B∗ ≤ C, the NE is no longer an interior
point of the strategy space. Instead, it is n = (1, 1, ..., 1).
Recall (19), and let

F (p, m) = m(1/β−1/(1−p))−1/β+ϕ/((1−p)ϕ+φ) (21)

Given a value of m, we can plot a curve for F (p, m) with
p as x-axis and F (p, m) as y-axis. Note that all these curves
(with different m values) all meet at a single common point
(p0, F (p0, m)) with p0 = 1 − β. Take any mi and mj and
check that F (p, mi) = F (p, mj) implies p = 1 − β.
Recall that F (p, m) is a monotonic decreasing function of p,

and F (p∗, m) = 0. Since F (p0, m) < 0, so p∗ must be smaller
than p0. When p < p0, we get

dF/dm = 1/β − 1/(1 − p) = 1/(1 − p0) − 1/(1 − p) > 0

Thus, asm increases, F (p, m) is strictly monotonic increas-
ing, and since F (p, m) is a monotonic decreasing function of
p, thus, we see that as m increases, for any given F (p), p will
be strictly increasing towards p0. Then, it must be also true that
for F (p∗) = 0, asm increases, p approaches p0.
Recall that at NE, we must have (1 − p∗)/φ∗ = C/(mn∗)

Since all users must have at least one connection, i.e., n∗ ≥ 1,
we have to make sure thatm(1−p∗)/φ∗ ≤ C. We know that as
m increases, p∗ → p0 = 1−β, then φ∗ as a function of p∗ also
increases to φ0 (function of p0). Thus, (1 − p∗)/φ∗ is bounded
below by (1 − p0)/φ0. So, as m becomes larger and larger,
eventually,m(1 − p∗)/φ∗ will be larger than C, then NE is no
longer an interior point. Letm0 denote this threshold, then it is
the largestm satisfying

m(1 − p∗)/φ∗ ≤ C (22)

Since it is difficult to obtain an explicit expression of p as a
function ofm, we rely on numerical method to identifym 0.

Remarks: Note that the utility function of this TCP connection
game is not concave in general. But we can still get an alter-
native but non-constructive proof of the existence of NE of this
TCP game by modifying the proof of a general result (Theorem
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4.3, pp. 173 in [2]). We can replace the strict convexity of cost
function in that proof with the uniqueness of best response in
TCP game, then the existence of NE is immediately obtained.

An illustrative example: NE as an interior point. We present
an example to illustrate an interior-point NE in a continuous
kernel TCP connection game with utility function 2. There
are two players competing for a bottleneck link with capac-
ity C = 10Mbps or 1250pkts/sec. They have the same RTT
(240ms), and choose β = 0.7. To identify NE, we can plot
the best response curves of these two players. For example,
suppose we want to know the best response curve of player 2.
Given a specific number n1 of connections of player 1, player 2
uses the simplified PFTK TCP model to maximize its utility de-
fined in (9). We use optimization toolbox in Matlab to solve this
optimization problem to get f2(n1) as the best response to n1

and plot the best response curve f2(n1). Similarly we can plot
the best response curve f1(n2) for player 1. The intersecting
point of these two curves is the NE. Figure 1 shows the sim-
ulation result, and we see that there is indeed one unique NE.
And, it can be easily verified that this NE is the same as that
predicted in Theorem 2.
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Fig. 2. p∗ as a function of m when
β = 0.3.

An illustrative example: effects of population size. In this
example, we use the same network settings as before. We take
β = 0.3, and vary the number of players m from 100 to 1000.
We plot all curves of F (p, m) as a function of p in Figure 2.
All these curves intersect at p = 0.7 as predicted by Theorem
2. Note that p∗ are points where these curves intersecting with
F (p, m) = 0. This figure shows that n∗ approaches p0 = 1−β
as m increases. In Figure 3, for several different β values, we
plot the loss rate p∗ at NE when the number of users m in-
creases. As shown in this figure, for any given β, p∗ approaches
to 1 − β when m is not very large. However, when m is very
large, Figure 4 shows that p grows more quickly, but still less
than log m. In summary, this example has verified NE’s behav-
ior predicted in part 2 of the proof of Theorem 2.

B. Loss of Efficiency
As in Section III, we define the system optimization problem

as minimizing the cost to maintain a busy bottleneck link. The
loss of efficiency is defined as the ratio between the cost of the
system at Nash Equilibrium and the system optimal cost. As
before, the optimal system cost is Φopt = C/(1 − popt). Then,
we can naturally get the loss of efficiency of NE for this game.
Corollary 1: In the continuous kernel symmetric TCP con-

nection game, the loss of efficiency is Leff = (1 − popt)/(1 −
pne), and it is always larger than or equal to 1, but it is bounded.
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Fig. 3. p∗ as a function ofm for differ-
ent β values. m varies from 2 to 120.
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Proof: Consider that the system cost when the system is
at NE:

Φne = Bne(
m∑

i=1

n∗
i ) = C/(1 − p∗)

Then the loss of efficiency is given as

Leff = Φne/Φopt = (1 − popt)/(1 − pne) (23)

We note that the loss of efficiency is always larger than or equal
to 1. Recall that popt must satisfy (1 − p)m/φ = C, and p∗ or
pne must satisfy (1 − p∗)mn∗/φ∗ = C. Then we have

(1 − p)/φ = n∗(1 − p∗)/φ∗

Since n∗ ≥ 1, then p∗ ≥ popt. As m increases, n∗ decreases.
Before n∗ reaches 1, p∗ is strictly larger than popt, and after
that, p∗ = popt. Then, it must be true that the maximal effi-
ciency loss occurs whenm is small.
Recall that 1 − p∗ > β and popt is an increasing function of

m, thus, we have

Leff = (1 − popt)/(1 − p∗) < (1 − popt,m=2)/β (24)

This upper bound is a simple function of network parameters
and user’s aggressiveness coefficient β.

An illustrative example. We take the network settings in the
previous examples, and choose β = 0.7. In Figure 5, we plot
the loss rate of NE and system optimal point. As predicted, the
loss rate of the NE is always greater than and equal to the loss
rate of system optimal point. When m is sufficiently large, all
users will just use one connection, then the trajectory of loss
rate increase will be the same as that of system optimal point.
In Figure 6, for several different values of β, we plot the loss

of efficiency of NE as a function of m. The solid lines are
the actual loss of efficiency, and the dashed lines are the upper
bound computed from (24). As expected, the loss of efficiency
is always bounded by (24).

Effects of user’s aggressiveness . β represents a user’s prefer-
ence of how much effort he/she is willing to expend to get the
desired goodput share of the bottleneck capacity. Intuitively, as
β gets larger, a user is likely to use less effort, then the number
of connections at NE will be smaller, and loss rate of NE will
be smaller.
This can be verified by looking at the relationship between

loss rate of NE and β. Recall that p∗ is the solution to the
following equation

F = (m − 1)/β − m/(1 − p) + ϕ/((1 − p)ϕ+ φ) = 0
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Then

∂p/∂β = −F ′
β/F ′

p =
(m − 1)/β2

− m
(1−p)2 + ϕ′φ

((1−p)ϕ+φ)2

< 0

This indicates that p is a decreasing function of β. Since n∗ is
a increasing function of p, we know that if β increases, at the
NE, users users open fewer and fewer connections.
We can expect the system cost (the aggregate costs of all

users) to decrease as β increases. Recall that the system cost at
the NE is f =

∑m
i=1 n∗

i B
∗ = C/(1 − p∗). As p∗ is a decreas-

ing function of β, we see that as β becomes larger and larger
(users becomes less and less aggressive), the required system
effort will be smaller and smaller. In addition, since popt is in-
dependent of β, from the above discussion on p∗, we see that
Leff is a decreasing function of β. This is understandable, as
users become less and less aggressive (larger β), NE will be
more and more efficient.
As an example, we use the same network settings as before,

and fix the number of users to be 100, but vary β from 0.05
to 0.99. We expect that the loss rate at the NE to decrease as
β increases, and finally reach the loss rate of the system opti-
mal point. This means that β is so large that NE is no longer
an interior point of the stategy space and all users are so con-
servative that everyone just opens one connection, as shown in
Figure 7. On the other hand, as users becomes more and more
aggressive (β decreases), at the NE, users open more and more
connections. This means that the whole system will need more
and more effort to keep the same aggregate goodputs. Figure 8
shows the loss of efficiency decreases as users become less and
less aggressive, as expected.
It would also be interesting to understand the situation where

different users have different β. This will be a topic of our
future research.
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C. Stability of Nash Equilibrium
A natural question is whether the unique NE of this game is

stable. As defined in [2], [7], if some player deviates from NE

by an arbitrary amount in the feasible strategy set, and other
players observe this and they adjust their responses optimally
based on some fixed ordering of moves, and if this adjustment
process converges to the original NE, then we say that this NE
is globally stable with respect to this adjustment scheme. Cor-
respondingly we can define local stability by restricting the sta-
bility domain to be some ε-neighborhoodof NE. As pointed out
in [2], stability condition is the same regardless of the adjust-
ment schemes when there are only two players. Here, we only
study the stability of a two-player TCP game, and this adjust-
ment scheme is also called best reply dynamics. The response
or reaction function of each player is determined by solving its
optimization problem. Recall (14) and (15), from which we ob-
tain n1(t + 1) = f1(n2(t)) and n2(t + 1) = f2(n1(t)) where t
indicates discrete time step.
Some sufficient conditions (needed for contraction mapping)

for the global stability of NE is given in [7], but they are not sat-
isfied in this game. Checking the best response curves in Figure
1 shows that contraction mapping is not true when the game is
in state (1, 1), namely both players using only one connection.
Nevertheless, we are able to show that the unique NE is locally
stable.
Theorem 3: In the two-player symmetric continuous kernel

TCP connection game with utility function 2, the unique NE is
locally stable.
The basic idea of the proof of this theorm is as follows. Since

we can derive the exact form of the first derivative of the best
reponse function and this derivative is continuous, we can check
that the absolute value of this derivative is strictly smaller than
1 at the NE, and then we are able to show that locally at NE,
there exists a contraction mapping driving the system to the NE
if the deviation from the NE is sufficiently small, based on the
Banach contraction mappling theorem [9] and the mean value
theorem. The detailed proof is in appendix.
As for the global stability, we simulated a large range of net-

work parameters, and found that f1(n2) and f2(n1) were al-
ways concave functions. Since the concavity of the best re-
sponse function and the uniqueness of NE implies global sta-
bility (proved in appendix), we conjecture that the NE of TCP
connection game is very likely to be globally stable.

D. Extension 1: Integer TCP Connection Game
In this section, we consider a more practical TCP connection

game in which each player can only choose a positive integer
number of connections. That is, each player’s strategy set is .
We call this the Integer TCP Connection Game.
To study this integer TCP connection game, we use the re-

sults for the corresponding continuous kernel game. Note that
if the pure strategy NE in the continuous game is an integer
vector, then it must be a NE of the corresponding integer game.
The more interesting case is where the pure strategy NE of the
continuous game is a non-integer vector n∗ = (n∗, n∗, ..., n∗).
When this happens, we can approximate n∗ by taking floor n∗

f
and ceiling n∗

c of n∗ to get 2m integer-valued vectors.
In the following, first, we will show that, at these integer-

valued vectors, the utility deviation of each player from the non-
integer NE is bounded. As the number of users increases, this
bound approaches zero. For convenience, we call such a vec-
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tor an approximate Nash Equilibrium3. Next, we demonstrate
that this integer game must have pure strategy NE(s) at some of
these integer vectors given that some pathological cases never
occur.
We start with a simple example of a two-player game. Figure

9 shows that in the continuous version of the game, the inter-
secting point of the best response curves of two players is a frac-
tion number (661.5, 661.5). If we restrict the strategy space of
each player to be , we can approximate the continuous game
NE with the floors and ceilings of the NE vector to get four
vectors: (661, 661), (661, 662), (662, 661) and (662, 662).
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Fig. 9. An observed case where integer
NE must exist.

Player 1

Player 2

response curve of player 1

response 
curve of 
player 2

Fig. 10. A pathological case where no
integer NE exists.

How much performance loss will be incurred due to this in-
teger constraint on strategy space? Recall that for an arbitrary
user i, its utility at the NE is given as

U∗
i = Cn∗/(mn∗) − βn∗B∗ = C/m − βn∗/φ∗

Among all such integer approximate NEs, the worst case
goodput loss could happen when user i opens (n∗ − 1) connec-
tions while all others open (n∗ +1) connections. LetGl denote
this goodput lower bound, thenG l = C(n∗−1)/(mn∗+m−2).
On the other hand, the worst case cost increase could happen
when user i opens (n∗ + 1) connections while all others open
(n∗ − 1) connections. Then, the cost increase upper bound is
Ju = β(n∗ + 1)/φu, where φu is the solution of

(1 − pu)/φu = C/(mn∗ − m + 2)

Then, the upper bound of utility loss is given as

∆U=G∗ − Gl − β(J∗ − Ju)

=C(
1
m

− 1 − 2/(n∗ + 1)
m − 2/(n∗ + 1)

) + β[n∗(
1
φu

− 1
φ∗ ) +

1
φu

]

Thus the utility loss of any user at any approximate integer
NE is bounded by ∆U , and this bound approaches zero as m
increases. The system performance loss at any approximate NE
from that of the NE in continuous game also approaches zero.
Now the next question is whether these approximate NEs are

possibly NEs in the integer game? For this question, we have
the following result.
Theorem 4: In the integer symmetric TCP connection game

with utility function 2, if the Nash Equilibrium of the cor-
responding continuous game is a non-integer vector n ∗ =
(n∗, ..., n∗) with n∗

f and n∗
c denoting the floor and ceiling of

n∗, then there must exist pure-strategy integer Nash Equilib-
rium provided that the following condition is satisfied: the best

3Note, these approximate integer Nash Equilibria are different from ε-Nash
Equilibrium defined in [2].

response for player i, ∀i is always chosen from n∗
f and n∗

c given
that all other players choose either n∗

f and n∗
c .

Proof: We can form a new game G by restricting each
player have only two strategies n∗

f and n∗
c . That is, if the orig-

inal integer game has a positive integer strategy set for each
player, then in gameGwe have SG = {n∗

f , n∗
c} for each player.

We claim that any NE ofG must be a NE of the original integer
game. If we pick any NE n∗G = (n∗

1,G, ..., n∗
m,G) of game G if

it exists, we know that

Ui(n∗
i,G, n∗−i,G) ≥ Ui(ni,G, n∗−i,G); ni,G ∈ SG

where n∗−i,G = (n∗
1, ..., n

∗
i−1, n

∗
i+1, ..., n

∗
m) and n∗

k,G ∈
SG, ∀k. Based on the assumption, we immediately know that
Ui(n∗

i,G, n∗−i,G) ≥ Ui(ni, n∗−i,G) if ni ∈ , ∀i. This implies
n∗G must be a NE in the original integer game.
In fact, there must be a NE in any multiple player symmetric

game with each player having only two strategies [3]. Thus, we
conclude that, in the original integer game, there must be a pure
strategy NE achieved at some vectors formed by n∗

f or n∗
c .

To illustrate this theorem, we recall Figure 9 and observe that
when player 2 chooses 662 as its strategy, the best integer re-
sponse of player 1 must be either 661 or 662, since for each
strategy of player 2, player 1 has a unique best response and ev-
ery other strategy monotonically decreases in utility as they get
away from the best response (recall that there is only one unique
interior-point maximum for utility function 2). Similarly we
can have the following arguments: when player 2 chooses 661,
the best integer response of player 1 must be either 661 or 662;
when player 1 chooses 661 or 662, the best integer response of
player 2 must be chosen from 661 and 662. This observation is
exactly the condition required for Theorem 4.
There is some pathological case in which there could be no

pure strategy NE. Figure 10 shows such an example. If we as-
sume that the integer closest to the response curve is the integer
with the highest uility, then, we can see that the game shown in
this figure has no pure strategy integer NE even though there is
a fractional NE in the continuous game. Actually, we never saw
this case in our simulations.
Since the condition required for Theorem 4 is satisfied in all

of our simulations, we conjecture that pure strategy integer NE
always exists for the integer TCP connection game. This will
be a topic of our future research.

E. Extension 2: Asymmetric TCP Connection Game
The asymmetric game differs from the previous symmetric

game in that users have different Round Trip Time (RTT). For
player i, we have the following utility function

Ui=(Cni/Ri)(ni/Ri +
m∑

k=1,k $=i

nk/Rk) − βniBi (25)

where Bi is given in (3) and (4).
Theorem 5: There is a unique Nash Equilibrium (NE) in the

continuous kernel asymmetric TCP connection game. This NE
is an interior point of the strategy space given that the number of
users is not larger than m0 given in (26). At this interior-point
NE, for any two players i and j, we have n∗

i /n∗
j = Ri/Rj .
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Since this proof is very similar to that of Theorem 2, we only
sketch the basic idea as follows. First we need to set φ̄ = µ

√
p+

4ν(p3/2 + 32p7/2), φi = Riφ̄ and ϕi = Riϕ̄. Then following
a similar procedure as in the proof of Theorem 2, we can derive
∂Ui/∂ni and ∂Uj/∂nj for any two players, and let

δini/Ri =
∑

k $=i

nk/Rk; δjnj/Rj =
∑

k $=j

nk/Rk

Then we can show that δi = δj , thus, n∗
i /n∗

j = Ri/Rj .
If we sort the number of connections in an ascending order as

n∗
1, n

∗
2, ..., n

∗
m, then as we increase the number of users, all n∗

i s
will simultaneously decrease but maintain their relative propor-
tional relationship. Asm reaches a large enough number where
n∗

1 must be less than 1, then player 1 will just maintain one con-
nection. From then on, as m continues increasing, NE will no
longer be an interior point. To maintain an interior-point NE,m
must be smaller thanm0, wherem0 is the largestm satisfying

m(1 − p∗)/(R1φ̄
∗) ≤ C (26)

It is easy to see that at this interior-point NE, users have the
same utility. And the efficiency loss of the NE is bounded.

VI. GAME 3
Recall that cost βniBi considered in Section V includes the

cost to the whole system and the cost to a user at packet level.
In this section, we introduce another term specific only to users
and that accounts for the cost of maintaining open connections.
Specifically, we use αni to represent the computation cost, and
call α the computation power coefficient. Intuitively, the more
connections a user opens, the more computation power he/she
needs. αni can be thought of the resource requirement on CPU
power, memory, etc. Thus, we can consider a more compre-
hensive utility function including both packet sending cost and
computation resource limitation. We refer to this as utility func-
tion 3, given as:

Ui = (Cni)/(ni +
m∑

k=1,k $=i

nk)(1 − β/(1 − p)) − αni (27)

We refer to the TCP game with this utility function as Game 3.
Theorem 6: There is a unique Nash Equilibrium (NE) n∗

α in
the continuous kernel symmetric TCP connection game with
utility function 3. At this NE, all players have the same number
of connections. This NE is an interior point of the strategy space
for m < m0,α and n∗α = (1, 1, ..., 1) for m ≥ m0,α, where
m0,α is the largestm such thatm(1 − p∗

α)/φ∗
α ≤ C, and p∗

α is
the loss rate at the NE.
Following a similar procedure in the proof of Theorem 2,

we can prove that there is a unique NE n∗
α = (n∗

α, n∗
α, ..., n∗

α).
See Appendix X-D for details. Since at the NE, we must have
(1−p∗α)/φ∗

α = C/(mn∗
α), and since all users must have at least

one connection, i.e., n∗
α ≥ 1, we have to make sure that m ≤

m0,α wherem0,α is the largestm such thatm(1−p∗
α)/φ∗

α ≤ C.
We need to rely on numerical method to identifym0,α. Similar
to Theorem 2, we have p∗

α < p0,α where p0,α is the solution
of 1 − p0,α = αφ0,α + β. Thus, 1 − p∗

α > β. And we know

that as m increases, p∗ → p0,α, then φ∗
α as a function of p∗

α

also increases to φ0,α (function of p0,α). Thus, (1 − p∗
α)/φ∗

α

is bounded. So, whenm becomes larger and larger, eventually,
m(1−p∗α)/φ∗

α will be larger thanC, which means that all users
only use one connection at the NE.

Comparison between Game 2 and Game 3.
Since α represents user’s computation power limitation, in-

troducingαwill make users more conservative. Thus, we might
expect that at the NE of Game 3, users will open fewer number
of connections than at the NE of Game 2. And, as the number
of users increases, users will be more quickly to tend to open
just one connection in Game 3. This intuition is formalized in
the following lemma.
Lemma 2: The interior-point Nash Equilibrium (NE) of

Game 3 will give a lower loss rate and smaller number of con-
nections than the NE of Game 2. And, as the number of users
increases, an interior-point NE of Game 3 will more quickly
become the boundary NE (1, 1, .., 1).

Proof: Recall that at NE, p∗ of Game 2 must satisfy
F (p, m) = 0 given in (21). Similarly, for Game 3, p∗

α must
satisfy

Fα(p, m) = m(
1
β
− 1

1 − p
−α

β

φ

1 − p
)− 1

β
+

ϕ

(1 − p)ϕ+ φ
= 0

We can compare p∗
α and p∗. First, note that,

limp→0 Fα(p, m) = limp→0 F (p, m), and Fα(p0,α, m) =
F (p0, m) < 0 where p0,α and p0 are the limits for p∗ (as m
increases) in Game 3 and Game 2 respectively. Second, we
have p0,α < p0, p∗α < p0,α and p∗ < p0. Third, both Fα and
F are strictly monotonic decreasing function of p, and Fα(p)
decreasing faster than F (p). Thus, it must be true that p∗

α < p∗

and n∗α < n∗.

Loss of Efficiency.
As before, the loss of efficiency of Game 3 is Leff = (1 −

popt)/(1 − pne,α). Similar to Game 2, the loss of efficiency is
always larger than or equal to 1, but it is upper-bounded. Recall
that 1− p∗α > β. And since popt is an increasing function ofm,
thus, we have

Leff = (1 − popt)/(1 − p∗α) < (1 − popt,m=2)/β

Even though this upper bound is the same as that of Game 2,
we see that the actual efficiency loss of this game is smaller
than that of Game 2 since p∗

α < p∗.
The findings in this section again indicate that we might not

expect large efficiency loss or congestion collapse in reality.

Users with different computation power.
We might as well be interested in the case where users have

different computation power. Then, we can represent a user’s
utility function as: Ui = niC/(ni +

∑m
k=1,k $=i nk) − αini

where αi += αj , ∀i += j. For this game, we have the following
result. Detailed proof is in Appendix X-E.
Theorem 7: In the continuous kernel multiple player TCP

connection game with users having different computation
power, whenm < m0, there exists an interior-point NE, where
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m0 is the largestm such that Cφ∗( αk−(m−1)α1)
(1−p∗) αk

≥ 1. At this
NE, the more powerful user will have more connections and
higher goodput and utility.

VII. NS SIMULATIONS

We use NS simulations in this section to verify the analyti-
cal results derived from previous sections. We consider a sin-
gle bottleneck link with capacity 10Mbps or 1250pkt/sec, com-
peted by users who are allowed to open multiple concurrent
connections. Due to space limitation, we only present here an
example simulation result on utility function 2.
Checking PFTKModel with NS Simulations. First, we show
to what extent the simplified PFTK model captures the TCP
behavior observed in NS simulations. Figure 11 and Figure
12 show respectively the comparison of loss rate and goodput
among those measured in NS simulation, estimated by simpli-
fied PFTK model [13], and estimated by Square-Root-P model
[12]. In Figure 11, to compute the estimated loss rate p of the
simplified PFTK TCP model, we numerically solve for p by us-
ing the measured TCP sending rate B in NS. Similarly, we use
B to solve for p for Square-Root P model. Figure 11 shows
that Square-Root P model is completely useless when the num-
ber of connections gets large. The simplified PFTK TCP model
gives a good estimate of loss rate. In addition, Figure 12 shows
that the simplified PFTK TCP gives a very good estimate of
measured per-connection goodput.
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Fig. 11. Loss rate comparison.
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Fig. 12. Goodput (pkt/sec) comparison.
Measuring Nash Equilibrium from NS Simulations. Figure
13 illustrates the existence of a unique Nash Equilibrium ob-
served in NS simulation of a two-player symmetric TCP con-
nection game. Both users have the same two-way propagation
delay 40ms. The bottleneck link queue is a RED queue with
a target queuing delay 10ms. Each user uses utility function 2
with aggressive coefficient β = 0.8. Figure 14 shows that pre-
dicted NE by our analysis is very close to the one observed by
NS simultion in Figure 13.
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Fig. 13. Nash Equilibrium observed in
NS simulation. Utility function 2 with
β = 0.8.
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Fig. 14. Nash Equilibrium computed
by PFTK model. Utility function 2 with
β = 0.8.

VIII. CONCLUSIONS
In this paper, we studied a particular selfish behavior of TCP

users in which users are allowed to open multiple concurrent
connections to maximize their individual goodputs or other util-
ities. Since such a strategic usage of TCP is easy to realize
through some software agents (e.g.,FlashGet [4]) and its poten-
tial impact could be harmful [8], it is important to understand its
implication on the stability of the Internet. To this end, we mod-
eled users as players in a non-cooperative non-zero-sum game
competing for the capacity of a single bottleneck link, referred
to as the TCP Connection Game. We use different utility func-
tions to model different user behaviors, and use the well known
PFTK TCP model [13] as the basis of our analysis.
We demonstrated analytically that there was always a unique

Nash Equilibrium (NE) in all variants of TCP connection games
we studied. Our results indicate that, at the NE, the loss of
efficiency or price of anarchy can be arbitrarily large if users
have no resource limitations and are not socially responsible.
However, if either of these two factors are considered, the effi-
ciency loss is bounded. And in game 2, the game capturing the
user’s cost and social responsibility, we have also shown that
the unique NE is always locally stable and is globally stable if
the game satisfying certain conditions which are actually ob-
served in all our simulations. And the integer NEs always exist
when users are restricted to use only an integer number of con-
nections if some pathological case never occurs. In summary,
the general message is that this selfish usage of TCP might not
lead to the congestion collapse.
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X. APPENDIX
A. Appendix 1
Claim 1: In the continuous kernel symmetric TCP connec-

tion game with utility function 2, we have ϕ2 > ϕ′φ, where

φ=µR
√

p + T0ν(p3/2 + 32p7/2) (28)

ϕ=
µR

2√p
+ T0ν(

3
2
√

p + 112p5/2) (29)

and T0 = 4R; µ =
√

2b/3; ν = 3/2
√

3b/2, and ϕ′ = dϕ/dp.
Proof:

First, we have

ϕ2=µ2R2/4p−1 + 6µνR2 + 36R2ν2p

+448µνR2p2 + 5376R2ν2p3 + 16 · 1122R2ν2p5

ϕ′φ=(−1/4)µ2R2p−1 + 2R2µν + 12R2ν2p

+1119µνR2p2 + 4864R2ν2p3 + 143360R2ν2p5

Then,

ϕ2 − ϕ′φ=
1
2
µ2R2p−1 + 4µνR2 + 24R2ν2p − 671µνR2p2

+512R2ν2p3 + 57344R2ν2p5

>
1
2
µ2R2p−1 + 4µνR2 − 671µνR2p2 + 57344R2ν2p5

Let f(p) denote RHS of this inequality. We need to show
that f(p) > 0. First, note that limp→0 f(p) = ∞, and
limp→1 f(p) > 0, so, if we can show that all interior maxi-
mal and minimal values of f(p) are larger than zero, we can
conclude that f(p) > 0.
Now consider

df

dp
= bR2((−1/3)p−2 − 2013p + 967680p4)

All interior maximal and minimal points of f(p) must satisfy
df
dp = 0, which implies

−1/3 − 2013p3 + 967680p6 = 0

Let x = p3, then we can solve

−1/3 − 2013x + 967680x2 = 0

There are only two solutions, x1 = 0.0022, x2 =
−1.5417e− 04, since p ∈ (0, 1), then we know that only x1 is
a valid solution, so, p = x1/3

1 = 0.1301. At this point, we have
f(p) = 7.4605 > 0. So far, we have shown that values of f(p)
at boundary points and the interior maximal(or minimal) points
all larger than zero, thus we conclude that since ∀p ∈ (0, 1), we
have f(p) > 0 and ϕ2 − ϕ′φ > 0.

B. Appendix 2
Theorem 8: In the continuous kernel multiple player sym-

metric TCP connection game with utility function 2, the best
response (or reaction) function of any player is well defined
and continuously differentiable.

Proof: Recall the notations introduced in the proof of
Theorem 2, we need to show that for any given n−i, there is
only one unique optimal point for U i. In fact, player i needs to
solve the following equations to get an optimal point nm

i :

0=βni − n−i(1 − p − β)[ϕ(1 − p)/φ+ 1] (30)
0=Cφ− (ni + n−i)(1 − p) (31)

where (30) is a simplification of ∂Ui/∂ni = 0.
In the following three steps, we will show that there exist

well defined functions ni = f(n−i) and p = g(n−i) for all
ni ∈ (0,∞). Then we will prove that these two functions are
continuously differentiable by using implicit function theorem.
Finally we will prove that the stationary point obtained from
solving equations (30) and (31) is actually the maximal point.
Note that here we work in the enlarged domain n i ∈

(0,∞), ∀i, and the result here can be directly applied to the
original domain ni ∈ [1,∞), ∀i.
To simplify notation, lets consider a two-player game and

check for the existence and continuous differentiability of the
reaction function of player 1.
Let

F (n2, n1, p)=βn1 − n2(1 − p − β)[ϕ(1 − p)/φ+ 1]
G(n2, n1, p)=Cφ − (n1 + n2)(1 − p)

The domain of F andG is

n2 ∈ (0,∞), n1 ∈ (0,∞), p ∈ (0, 1)

Step 1: Uniqueness of (n1, p) given n2.
We want to show that ∀n2 ∈ (0,∞), there always ex-

ists a unique pair (n1, p) such that F (n2, n1, p) = 0 and
G(n2, n1, p) = 0 with (n2, n1, p) ∈ .
We can transform (30) and (31) into

n1=
1
β

n2(1 − p − β)[ϕ(1 − p)/φ+ 1] (32)

n1=
Cφ

1 − p
− n2 (33)

Given any feasible n2, if we can find a unique intersecting point
of the curves defined by function (32) and (33), then this implies
there is a unique pair (n1, p) such that F (n2, n1, p) = 0 and
G(n2, n1, p) = 0 are satisfied simultaneously.
To prove that there exists a unique intersecting point is equiv-

alent to provingH(p) = 0 has a unique solution p, with H(p)
is given as (by combining (32) and (33))

H(p) =
Cφ

1 − p
− n2 −

1
β

n2(1 − p − β)[
ϕ

φ
(1 − p) + 1]

Note thatH(p) is continuous in p ∈ (0, 1) and

lim
p→0

H = −∞; lim
p→1

H = +∞
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And,

∂H

∂p
=

Cϕ(1 − p) + Cφ

(1 − p)2

+
1
β

n2[
ϕ

φ
(1 − p) + 1]

− 1
β

n2(1 − p − β)[
ϕ′φ− ϕ2

φ2
(1 − p) − ϕ

φ
]

(34)

Since ϕ′φ − ϕ2 < 0 (proved in Claim 1), we have ∂H
∂p > 0.

This implies that H(p) is monotonically increasing from −∞
to∞. Thus, we know there must exist a unique p forH(p) = 0.
Thus, we have proved that, for any n2 ∈ (0,∞), there exists a
unique pair of (n2, p) satisfying (30) and (31).

Step 2: Continuous differentiability of reaction function.
In domain , take any point n2,0, then based on the

above result, we can find a unique pair n1,0, p0 such that
F (n2,0, n1,0, p0) = 0 and G(n2,0, n1,0, p0) = 0. Then we can
take some open set N containing this point and N ⊂ , based
on implicit function theorem, if all the following conditions are
satisfied inN :
1) F and G and all their partial derivatives w.r.t. n2, n1, p
are continuous;

2) F (n2,0, n1,0, p0) = 0 and G(n2,0, n1,0, p0) = 0;
3) J(n2,0, n1,0, p0) += 0 (defined below).

then we know that there exists an open interval I containing
n2,0 and two well defined functions

n1 = f(n2) : I → (0,∞)

p = g(n2) : I → (0, 1)

such that:

F (n2, f(n2), g(n2)) = 0, G(n2, f(n2), g(n2)) = 0

and n1,0 = f(n2,0) and p0 = g(n2,0). And in this interval I ,
we have
1) f and g are continuous;
2) derivatives df/dn2 and dg/dn2 are continuously differ-
entiable.

Since the above result is true for all n2 ∈ (0,∞), we know
that the reaction function n1 = f(n2) is continuously differen-
tiable in its domain n2 ∈ (0,∞).
We now show that all above three conditions are satisfied.
The first and second condition are obviously true. Now, we

will prove the third condition. That is, we need to show the
following is true.

J(n2, p, n1) =
∣∣∣∣
F ′

p F ′
n1

G′
pG

′
n1

∣∣∣∣ += 0

We can get

J=
∣∣∣∣
δ − n2(1 − p − β)δ′p β

Cϕ+ (n1 + n2) −(1 − p)

∣∣∣∣

= −(ϕ(1 − p)/φ+ 1 − n2(1 − p − β)δ′p)(1 − p)
−β(Cϕ + n1 + n2)

where
δ = ϕ(1 − p)/φ+ 1

and
δ′p = (1/φ2)(ϕ′φ(1 − p) − ϕφ− ϕ2(1 − p))

Note that δ′p < 0 due to Claim 1 and φ > 0,ϕ > 0 in domain
. Then, it follows that J < 0 everywhere in its domain .
Note, we can prove the reaction function is continuous by

modifying the proof for the continuity of reaction function in
[2] (p. 173, Theorem 4.3).
In summary, we have proved all three conditions, thus we

can conclude that there exist two well defined and continuously
differentiable functions n1 = f(n2) and p = g(n2) for all n2 ∈
(0,∞).

Step 3: Stationary point is the maximal point when it is an
interior point of strategy set.
We now show that the unique stationary point n1, obtained

from above by solving equations (30) and (31) for any given
n2, is indeed a maximal point.
This is because that if that stationary point is a candidate op-

timal point, we must have 1 − p > β.
To see why this is true, recall that at the stationary point, we

have
n1 = 1/βn2(1 − p − β)[(1 − p)ϕ/φ+ 1]

plus one constraint

(1 − p)/φ = C/(n1 + n2)

We let F = n1 − 1/βn2(1 − p − β)[(1 − p)ψ/φ + 1] and
G = (1 − p)/φ − C/(n1 + n2). Then we solve these two
functions F = 0 and G = 0 to get solutions for p and n1 given
n2.

F = 0 is actually

n1 = 1/βn2(1 − p − β)[(1 − p)ψ/φ+ 1]

In this formula, the only possible term that can be smaller than 0
is (1−p−β). Then whenever we get p such that (1−p−β) < 0,
it must be necessarily true that n1 < 0. However, because of the
definition of our game, n1 can only take a value from [1,∞),
thus, n1 is then forced to be 1, namely we no longer take that
stationary point as a candidate for our optimal point. Thus, if
this occurs, there is no point to look at that stationary point.
On the other hand, if this does not happen, namely we still

take that stationary point as our candidate for optimal point,
then it must be true that 1 − p > β. Thus, if we examine
whether it is a maximum or minimum or inflection point, we
need to keep in mind the fact that 1 − p > β. Then, we can
check at this point, U1 > 0, that is,

U1(n1) = (1 − β/(1 − p))Cn1/(n1 + n2) > 0

If we compare it with two boundary values (given n 2):

lim
n1→0

U1 = 0; lim
n1→∞

U1 = −∞

So, U1(n1) is larger than these two boundary values in the en-
larged domain (0,∞), we then see that this stationary point is
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indeed a maximal point (note, we already proved the unique-
ness of this stationary point and the function is continuous.) If
we restrict the domain to be [1,∞) and if this stationary is still
a candidate for optimal point, then we see it is also a maximal
point.

C. Stability Proof
First, we prove the local stability of game 2. Theorem 3 is re-

stated as: In the two-player symmetric continuous kernel TCP
connection game with utility function 2, the unique NE is lo-
cally stable.

Proof: We prove this theorem by checking the deriva-
tive of reaction (or best response) function and using Banach
contraction mapping theorem. This proof follows a similar ar-
gument in [7].
Recall that in Theorem 8, we have shown that the reaction

function is continuously differentiable. Lets look at the deriva-
tive of the reaction function of player 1. It is given as the solu-
tion to the following equation arrays:

0=[n2δ − n2(1 − p − β)δ′p]
dp

dn2
+ β

dn1

dn2

−(1 − p − β)δ (35)

0=[Cϕ+ n1 + n2]
dp

dn2
− (1 − p)

dn1

dn2

−(1 − p) (36)

where δ = ϕ(1 − p)/φ + 1 and δ′p = (1/φ2)[ϕ′
pφ(1 − p) −

ϕφ− ϕ2(1 − p)]
Solving this equation array we can get dp/dn2 and dn1/dn2.

We are interested in dn1/dn2, which is

dn1

dn2
=

(1 − p − β)δB − (1 − p)A
βB + (1 − p)A

where A = n2δ − n2(1 − p − β)δ′p and B = Cϕ+ n1 + n2.
Recall the proof of Theorem 2, and we know that at NE loss

rate p must satisfy

(1 − p) − 2β +
ϕβ(1 − p)

(1 − p)ϕ+ φ
= 0

which can be transformed into

[(1 − p) − β](1 − p)
ϕ

φ
= 2β − (1 − p)

We can use this equation to evaluate the derivative of reaction
function n1 = f(n2) at NE to get

dn∗
1

dn∗
2

=
βB∗ − (1 − p∗)A∗

βB∗ + (1 − p∗)A∗

Notice that 0 ≤ | dn∗
1

dn∗
2
| < 1.

Because of symmetry of the game and the continuity of the
derivative of reaction function, we know that there must exist
an open setN = (n∗ − ε, n∗ + ε)× (n∗ − ε, n∗ + ε) containing
(n∗

1, n
∗
2) ∈ N such that

0 ≤ |dn1

dn2
| < 1; 0 ≤ |dn2

dn1
| < 1; ∀(n1, n2) ∈ N

Now we can prove that: 1) if any player has any deviation
from NE, the system will stay in N ; 2) as long as the system
state is in N , the best reply dynamics always converges to the
NE. Then, local stability of NE is established.
We will check two cases, and in each case we can show that

the above two results are actually true.
Since the stability condition is independent of adjustment

schemes for a two-player game [2], it is sufficient to examine
a serial adjustment scheme in which player 1 moves first, then
followed by player 2.
First we assume 0 < | dn1

dn2
| < 1. Note here we assume that

|dn1
dn2

| += 0. Suppose player 2 deviates from NE by 0 < η ≤ ε,
then because 0 ≤ | dn1

dn2
| < 1, best response move by player 1

leads to a new n1 with n1 ∈ (n∗−ε, n∗+ε), namely, the system
state is still in N . Because of the symmetry, we can say that as
long as any deviation η of any player from the NE is smaller
than ε, the system remains inN in all the subsequent moves.
Now, we can show that the infinite sequence of moves is a

contraction mapping. Take any n̄1 ∈ N , and define an operator

T : (n∗ − ε, n∗ + ε) → (n∗ − ε, n∗ + ε),

T = (f1 ◦ f2)(n1) = f1(f2(n1))

where f1 and f2 are the reaction functions of player 1 and
player 2. To simplify notation, let

f ′
1 = dn1/dn2; f ′

2 = dn2/dn1

Because f1 and f2 are continuously differentiable, we know
that T ′(n̄1) = f ′

1(n2)f ′
2(n̄1) where n2 = f2(n̄1). And since

0 < |f ′
1(n2)| < 1 and 0 < |f ′

2(n1)| < 1 when (n1, n2) ∈ N ,
by the mean value theorem, for any n1,k and n1,m ∈ N , we
have

|T (n1,k) − T (n1,m)|≤|n1,k − n1,m| sup
0<θ<1

|T ′(n1,k + θn1,m)|

<|n1,k − n1,m| (37)

Thus, T defines a contraction mapping from a complete space
N into itself.
Next, we check the case where | dn1

dn2
| could be zero when

(n1, n2) ∈ N . If | dn1
dn2

| = 0 only occurs when (n1, n2) =
(n∗, n∗), then the above contraction mapping argument can
also be applied. If | dn1

dn2
| = 0 when (n1, n2) ∈ M ⊆ N (oc-

curs on more than one point), we can use simple argument to
show the best-reply dynamics converges to NE. Without loss
of generality, suppose player 1 deviates from n∗ to n1,new in
M , since the best response of player 2 is still n∗ because of
|dn2
dn1

| = 0, ∀(n1, n2) ∈ M , then when player 1 moves again in
the next round, it will choose n∗ again because this is the best
response. Thus, the process converges back to NE in two steps.

Theorem 9: In the two-player symmetric continuous kernel
TCP connection game with utility function 2, if the response
function is concave, then the unique NE is globally stable.

Proof:
To study the stability of Nash Equilibrium or the convergence

of best-reply dynamics, we need to think of the game playing
process as a discrete time dynamic system. At each time step
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t, each player will make a move. Since stability condition for
a two-player game is independent of the ordering of movement
of players [2], we can assume at each step t, player 1 makes the
move first, then followed by player 2.
Whenever a player makes a move, it will follow its best re-

sponse function. To simplify notations, let response functions
be n1 = f1(n2) and n2 = f2(n1).
Since it is almost impossible to get the closed form of the

f1 and f2. We will rely on the properties of these functions to
make inference on the system.
Since this game has a unique NE (shown in Theorem 2), and

f1 and f2 are concave (assumed in this proposition and demon-
strated through simulations), we can show that the NE is glob-
ally stable or the best-reply dynamics always converges to the
NE.
Let n0 denote the number of connections where either f 1 or

f2 reaches maximum. Since either f1 or f2 is concave, then
there are only three situations that could happen for NE: 1) NE
is achieved before f1 and f2 reach maximum; 2) NE is achieved
after f1 and f2 reach maximum; 3) NE is achieved when f1 and
f2 reachmaximum. We study these three cases in the following.
Case 1.
As shown in Figure 15, we can restrict ourself to two sub-

region A1 and A2 of the original space, since all other states
outside A1 and A2 will fall into them after at most two moves.
A1 is formed by {(1, 1), (1, n∗), (n∗, n∗), (n∗, 1)}, and A2 is
formed by {(n∗, n∗), (n∗, n0), (n0, n∗), (n0, n0)}.
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Fig. 15. Case 1. Maximum point n0 of response function is larger than n∗.
We can show that if the system starts within A1 then it will

converges to NE, and the same is true for A2.
In region A1, by assumption, we know that f1 and f2 are

both increasing and bijective functions, and f2(n1) > f−1
1 (n1)

and f1(n2) > f−1
2 (n2).

Now suppose that we look at player 1 at step t + 1, we have

n1(t + 1)=(f1 ◦ f2)(n1(t)) (38)
=f1(f2(n1(t))) (39)
>f−1

2 (f2(n1(t))) = n1(t) (40)

Thus, n1(t) is strictly increasing. Eventually, n1(t) will enter
the region where the derivative of f2(n1) will be smaller than
1 because f2 has to go across n2 = n1 line in order to have
the unique symmetric NE. Let nc be the point where this region
starts. Let T1 = f1 ◦ f2.

Now we will show that once n1(t) > nc, T1 will be a con-
traction mapping, then based on the Banach contraction map-
ping theorem [9], n1(t) will converges to a fixed point where
T1(n1) = n1, namely, the Nash Equilibrium.
When n1(t) > nc, the derivative of f2(n1) is smaller than

1, correspondingly, the derivative of f1(n1) is smaller than 1
due to symmetry, thus, the derivative of f −1

1 (n1) is larger than
1. And since T1(n1) is an increasing function and f −1

1 (n1) is
a convex and increasing function, then at T1(n1), f1(n1) also
has a derivative larger than 1. Thus, take any two points nk ∈
(nc, n∗) and nm ∈ (nc, n∗), and without loss of generality,
assume nk > nm, then we have

f2(nk) − f2(nm)
nk − nm

<
f−1
1 (T1(nk)) − f−1

1 (T1(nm))
T1(nk) − T1(nm)

Since

f2(nk) − f2(nm) = f−1
1 (T1(nk)) − f−1

1 (T1(nm))

thus, T1(nk) − T1(nm) < nk − nm, namely, operator T1 de-
fines a contraction mapping on the close subset [nc, n∗] of Ba-
nach space . Thus, Banach contraction mapping theorem can
be applied here. It naturally follows that the the best-reply dy-
namics (game playing process) converges to the NE.
Similarly, we can show that if the system starts in regionA2,

then n1 and n2 strictly decreases as time goes by, and they con-
verges to n∗.
In summary, this NE is globally stable.

Case 2.
As shown in Figure 16, we can restrict ourself to two sub-

region A1 and A2 of the original space, since all other states
outsideA1 andA2 will fall into them after at most three moves.
A1 is formed by {(n0, n∗), (n∗, n∗), (n∗,∞), (n0,∞)}, and
A2 is formed by {(n∗, n∗), (n∗,∞), (∞, n0), (n∗, n0)}.
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Fig. 16. Case 2. Maximum point n0 of response function is smaller than n∗.
Following a similar line of reasoning toCase 1, we can show

that if the system starts within A1 then it will converge to NE,
and the same is true for A2.
By assumption and the uniqueness of NE, f1 and f2

are both decreasing functions in A1, and f1(n2) >
f−1
2 (n2); f−1

1 (n1) > f2(n2) and df−1
1 (n2)/dn2 <

df2(n1)/dn2 < 0.
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Again, it is sufficient to examine only player 1. At step t+1,
we have

n1(t + 1)=(f1 ◦ f2)(n1(t)) (41)
=f1(f2(n1(t))) (42)
>f−1

2 (f2(n1(t))) = n1(t) (43)

Thus, n1(t) is strictly increasing.
Again, let T1 = f1 ◦ f2, we can show that T1 is a contrac-

tion mapping. Take any two points nk ∈ (n0, n∗) and nm ∈
(n0, n∗), and without loss of generality, assume nk > nm, then
we have

0 <
f2(nm) − f2(nk)

nk − nm
<

f−1
1 (T1(nm)) − f−1

1 (T1(nk))
T1(nk) − T1(nm)

Since

f2(nm) − f2(nk) = f−1
1 (T1(nm)) − f−1

1 (T1(nk))

thus, T1(nk) − T1(nm) < nk − nm, namely, operator T1 de-
fines a contraction mapping on the close subset [n0, n∗] of Ba-
nach space . Thus, by applying Banach contraction mapping
theorem, we know that the best-reply dynamics (game playing
process) converges to the NE. Similarly, we can show that if the
system starts in region A2, best-reply dynamics also converges
to NE. Thus, this NE is globally stable.
Case 3.
As shown in Figure 17, we can restrict ourself to two sub-

region A of the original space, since all other states outside A
will fall into them after at most two moves. A is formed by
{(1, n∗), (n∗, n∗), (n∗, 1), (1, 1)}. Note that A is the same as
A1 in Case 1, thus, convergence and stability is true.
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Fig. 17. Case 3. Maximum point n0 of response function equals n∗.

Note, in our proof of Proposition 9, we do not use anything
specific to TCP connection game. Thus, we have the following
result for a more general game.
Proposition 1: In the two-player symmetric continuous ker-

nel game with concave response function and NE being unique
and symmetric, then the NE is globally stable.
Remarks. We use a similar argument to the proof of unique-
ness and stability of NE for a two-player game in Theorem 1
in [7]. Li and Basar in [7] dealt with general cost function and
the sufficient conditions given there are very difficult to check

for our TCP game. They proved the existence, uniqueness and
stability of NE all together using Banach contraction mapping
by giving stringent sufficient conditions. In our TCP game, we
avoid the difficulty to check convexity of the utility function
and prove the uniqueness of the NE (Theorem 2). Relying on
numerical simulations, we observe that the best reply function
is always concave for a large range of network parameters, and
since this property together with the uniqueness of NE indicates
the global stability of NE (Proposition 9), we conjecture that it
very likely that TCP game has a global stable NE and the best-
reply dynamics always converges to the NE.

D. Appendix 3: Proof for Theorem 6
Theorem 6 is restated as follows: There is a unique Nash

Equilibrium (NE) n∗
α in the continuous kernel symmetric TCP

connection game with utility function 3. At this NE, all players
have the same number of connections. This NE is an interior
point of the strategy space form < m0,α and n∗α = (1, 1, ..., 1)
form ≥ m0,α, wherem0,α is given in (50).

Proof: .
Following a similar procedure in the proof of Theorem 2, we

take derivative of utility function of player i with respect to its
number of connections ni to get

∂Ui

∂ni
=

C
∑m

k=1,k $=i nk

(nj +
∑m

k=1,k $=i nk)2
− β

φ
−

βniCϕ

(nj +
∑m

k=1,k $=i nk)2[(p − 1)ϕ− φ]
− αφ (44)

Let δini =
∑m

k=1,k $=i nk, then we get

1 − p

1 + δi
[δi +

βϕ

(1 − p)ϕ+ φ
] − β − αφ = 0 (45)

Similarly, we can prove that δi = δj , ∀i, j, which means that at
NE, all users have the same number of connections. Thus, (44)
can be rewritten as

m − 1
β

− m

1 − p
+

ϕ

(1 − p)ϕ+ φ
− α

β

mφ

1 − p
= 0 (46)

Let F (p) denote the LHS of this equation. We can get
1) as p → 0, F (p) → m−1

β − (m − 1) > 0.
2) as p → 1, F (p) → m−1

β −∞ + ϕ1
φ1

− alpha
β ∞ < 0.

As in Theorem 2, we have

dF

dp
=

−m

(1 − p)2
+

ϕ′φ

[(1 − p)ϕ+ φ]2
− α

β

ϕ+ φ

(1 − p)2
< 0 (47)

Thus, as F (p) is a decreasing function, there must be unique p∗
α

such that F (p∗) = 0. Solve (46) for p∗
α and substitute it into

∂Ui
∂ni
, we can get a unique n∗α = (n∗

α, n∗
α, ..., n∗

α), namely, the
unique NE.
We also can show that if m gets very large, this unique NE

will no longer be an interior point of the strategy space. Instead,
it will be n = {1, 1, ..., 1}. Recall (46), and let

F (p, m) = m(
1
β
− 1

1 − p
− α

β

φ

1 − p
) − 1

β
+

ϕ

(1 − p)ϕ+ φ
(48)
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Similarly as in the proof of Theorem 2, given a value of m,
we can plot a curve forF (p, m)with p as x-axis andF (p, m) as
y-axis. It can be easily verified that these curves (with different
m values) all meet at a single common point (p0, F (p0, m))
with p0 as a solution to 1 − p = αφ+ β.
Recall that F (p, m) is a monotonic decreasing function of p,

andF (p∗α, m) = 0. Since F (p0, m) < 0, so p∗α must be smaller
than p0.
When p < p0, we get

dF

dm
=

1
β
− 1

1 − p
− α

β

φ

1 − p
> 0 (49)

Combined with the result that F (p, m) is a monotonic decreas-
ing function of p, then it must be p is an increasing function of
m, and for F (p∗

α) = 0, asm increases, p approaches p0.
Since in NE, we must haveB∗

α · (1− p∗α) = C/(m ·n∗
α), and

since all users must have at least one connection, i.e., n∗
α ≥ 1,

we have to make sure thatm ≤ m0 wherem0 is the solution of

m(1 − p∗α)/φ∗
α = C (50)

Similarly as in Theorem 2, we know that asm increases, p∗ →
p0,α, then φ∗

α as a function of p∗
α also increases to φ0,α (function

of p0,α). Thus, (1 − p∗
α)/φ∗

α is bounded. So, as m becomes
larger and larger, eventually,m(1 − p∗

α)/φ∗
α will be larger than

C, which means that all users only use one connection at NE.
When this happens, the NE is no longer an interior point. After
that, as m keeps increasing, p∗ is larger than p0 and eventually
approaches 1. Let m0,α denote this threshold value, then we
also need to rely on numerical method to identifym 0,α.

E. Appendix 4
Proof for Theorem 7. This theorem is restated as follows.

In the continuous kernel multiple player TCP connection game
with computation power consideration, when the number of
users is not larger thanm0 given in (52), there exists an interior-
point NE in which the more powerful user will have more con-
nections and higher goodput and utility.

Proof: For any two arbitrary players i and j. Let∑m
k=1,k $=i nk = δini and

∑m
k=1,k $=j nk = δjnj , then consider

∂Ui/∂ni=((1 − p)/φ)(δi/(1 + δi)) − αi = 0
∂Uj/∂nj=((1 − p)/φ)(δj/(1 + δj)) − αj = 0

We get αi/αj = (N − ni)/(N − nj) where N =
∑m

k=1 nk.
Then we have m − 1 independent such equations, and use the
fact that N =

∑m
k=1 nk, we can get

n∗
i = (

m∑

k=1

αk − (m − 1)αi)N/(
m∑

k=1

αk) (51)

Substituting (51) into ∂Ui/∂ni = 0, we get

(1 − p∗)/φ=
∑

αk/(m − 1)

and solve this equation we can get p∗. Let F (p∗, m) = (1 −
p∗)(m − 1) − φ∗ ∑

αk, then note that limp∗→0 F > 0 and
limp∗→1 F < 0 and F (p∗, m) is a decreasing function of p∗,

then, there must be a unique solution p∗ for this equation. Since
any p∗ must satisfy (1 − p∗)/φ∗ = C/N∗, then

N∗ = C(m − 1)/
∑

αk

together with (51), we can find n∗.
Without loss of generality, we can let n∗

1 to be the smallest
number of connections (corresponding to the largest α i). Then,
in order for p∗ to be an interior point (make sure n∗

1 ≥ 1), m
should be smaller thanm0, wherem0 is the largestm such that

Cφ∗(
∑

αk − (m − 1)α1)
(1 − p∗)

∑
αk

≥ 1 (52)

Note that at this interior-point NE, more powerful users (with
smaller α) will have more connections. Since goodput and util-
ity are both increasing functions of n i, it follows that more pow-
erful users have higher goodput and higher utility at NE.


