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Abstract

The Sybil attack remains a largely open problem in peer-to-peer networking. Treating attackers as economically
rational entities, we quantify the cost-benefit analysis of launching Sybil attacks. We propose the equilibrium val-
uation measure, a quantitative measure of the cost of achieving specific attacker objectives in the presence of entry
fees for each identity. This measure allows protocol designers to set fees that discourage the maximum possible
number of attackers. The cost of the Sybil attack is constant when an application uses one-time entry fees such as
resource tests. However, our analysis shows that, for many attack objectives, the cost of the Sybil attack is linear in
the number of users when recurring fees are used. Recurring entry fees can take many forms in practice, including
CAPTCHAs, SMS messages, and anonymous electronic cash.

Our analysis is broad and can be applied to a number of existing p2p applications. As an example, we apply
the equilibrium valuation measure to the TOR anonymous routing network, which currently has around 220 peers.
We find that a Sybil attacker attempting to break a TOR user’s anonymity must value that outcome at 1,485 times
the recurring cost of acquiring an identity. If recurring fees are $0.01 per path reformation, only attackers with a
valuation over $14.85 for breaking the user’s anonymity can expect to profit from a Sybil attack. The valuation will
increase linearly with the recurring fee or with the number of users, demonstrating quantitatively the risk the Sybil
attack poses to TOR and similar p2p networks.

1 Introduction

In the Sybil attack, introduced by Douceur [8], a malicious entity creates many counterfeit identities and uses them
to launch a coordinated assault on a peer-to-peer (p2p) application. The attack is applicable to many important p2p
applications including anonymous routing [7], file storage [S], and mobile ad hoc networking [?], and cannot be
prevented using resource tests in most situations. The attack has been widely studied [20, 16, 14, 11, 6] but remains
unsolved in general, and to our knowledge no concrete measure of resistance of applications to the Sybil attack has
been proposed. Addressing the general Sybil attack, we make the following contributions:

e We present the valuation ratio, a measure of an attacker’s interest in achieving her specific objectives.

e We present the equilibrium valuation, a measure of the cost of achieving a specific objective using a Sybil
attack, in terms of the cost of acquiring identities. Attackers only profit (on average) when their valuation ratio
exceeds the equilibrium valuation.

e We show that protocols that charge a recurring fee per participating identity can be an effective disincentive
against successful Sybil attacks. We also show that protocols based on a one-time fee per participating identity
have limited effectiveness.

Our analysis can be applied to numerous p2p systems. As an example, we evaluate TOR [7], an open-source
anonymous routing system that has 220 proxies. If TOR used a recurring entry fee, a rational entity interested in a
particular user’s communications would have to value knowledge of a single connection at 1,485 times the entry fee
in order to launch a Sybil attack. At a fee setting of $0.01, this is $14.85, which may be enough to discourage many
casual attackers; for TOR users more concerned about their anonymity, the fee could be set higher. Entry fees are



E Set of entities

1 Set of identities

Se Strategies of an entity

oq Strategy of Sybil attack of a certain size
O Set of outcomes

Ue An entity’s utility function

Te(0) | An entity’s raw utility function

me(0) | An entity’s cost utility function

A A set of objectives

BC’ . | Binomial objective against specific user
anky Binomial objective against any users
BZ"}C Binomial objective against all users

H_. | Hypergeometric objective

Va3 | Voting objective

T, Infinite time horizon objective

o’ Outcomes with specified number of successes

la Function counting objective success in an outcome
Am Entity’s valuation of an objective in terms of the fee
YA Equilibrium valuation of an objective

q Number of Sybil identities controlled by an entity
n Number of identities not controlled by the entity

Table 1: Variables used

not necessarily monetary, but can take many forms, including resource tests, CAPTCHAs [23], IP addresses, and
SMS messages.

Outline In Section 2, we state our model and assumptions regarding identity, protocols, and Sybils. In Section 3,
we present a cost-benefit analysis for malicious attackers based on application entry fees. This analysis defines a
valuation ratio for users and attackers, and allows us to calculate the the equilibrium valuation for several different
p2p protocols. We also discuss a number of different recurring and non-recurring entry fee types. In Section 4 we
discuss related work, and we offer concluding remarks in Section 5.

Appendix A gives details of the equilibrium valuation results presented in Section 3.

2 Model

Our model of a p2p computing environment is based on Douceur’s work [8] with extensions to include the utility
functions and strategies of entities.

2.1 Protocol

In our model, each peer participating in a p2p protocol is a unique identity that is controlled by a rational actor [15]
known as an entity. An entity launches a Sybil attack when it secretly controls multiple identities in order to achieve
its objectives.

Identities send messages to each other through a communications cloud. The communication cloud precludes
definite identification using direct observation. Like Douceur, we assume that entities have a reasonable level of
computational power, so public-key cryptography can be used. In general, we assume that all messages are signed
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Figure 1: Our Model of p2p Applications

by identities using public-key cryptography; their unique identifier within the protocol is simply their public key.'
This model is illustrated in Figure 1.

We model p2p protocols as having an entry phase and a service phase. (To simplify the analysis we assume
the service phase is the same for all identities.) We assume that all identities participating in the service phase have
executed the entry phase properly.? Protocols may impose an entry fee during the entry phase, which may be in the
form of money, computational puzzles, CAPTCHAs [23], or many other forms. Peers may be forced to repeat the
entry phase (and fee) after one or more service phases.

2.2 Entity Utility

In our model, entities are rational actors. This means that they have a specific utility for each possible protocol
outcome, and that they apply strategies that give them the highest possible expected utility. For example, a hacker
who controls many computers in different locations is a single entity, since she has a single utility function. Rational
actors perform a cost-benefit analysis to determine what action to take — including whether or not to launch a Sybil
attack against a specific protocol.

Our model follows basic game theory [15]. Let F represent a set of entities participating in a protocol, controlling
a set of identities, I. Let S, be the set of possible actions, called strategies, that an entity e € E can consider. Entities
must decide on a single strategy based on their knowledge and goals.® For example, a Sybil attack with a certain
number of identities is a strategy an attacker might choose.

When the protocol is deterministic, the combination of the strategies of participating entities completely defines
an outcome. Non-deterministic protocols include the effects of chance in the form of the actions of an additional
entity R. Sg is the set of strategies for this “random player”. (Sg is not a rational agent; it “chooses” its strategy
according to some probability distribution.) An outcome o € O is a selection of one strategy from each of these sets,
S0 0 is a tuple

(Selvsega T aSenasR)

drawn from
O =S¢, X Sey X -+ %X S, XSgr (1)

'These public keys are not part of any PKI, and so are not securely associated with any identifying data about an individual.

2Proof that an identity has executed the entry phase properly comes in the form of direct interaction with each other identity, as for
example with mutual puzzle solving or certification from one or more trusted protocol entry agents.

3We do not consider mixed strategies.



where n = |E|.

Each entity’s preferences are expressed using a utility function that maps outcomes to a utility score. The utility
of an outcome o to an entity e consists of a raw utility 7.(0) and a cost utility 7.(0) determined by payments made
by e in outcome o:

te(0) = 1e(0) + 7e(0) 2)

where 7. : O — R and 7. : O — R. In our analysis below, the cost, 7. (0), will be the product of the entry fee and
the number of identities controlled by the entity.

In many cases, we will be concerned with expected utility. An entity e;’s expected utility given a choice of
strategy * € Se, is

Elue, |se, = x] = Z ue(0)Prfo|se, = ], 3)
0€0
where o is the tuple (s¢,, ..., Se,,- .- Se,, SR)» With s, representing the strategy chosen by the entity e; out of the

set S, .

2.3 Sybil Attacks

For an attacker m considering the wisdom of a Sybil attack, o, € Sy, represents the strategy of entering ¢ identities
and doing whatever else is necessary in order to reach some objective. (The degenerate cases o and o correspond
to not participating at all, or to entering a single identity.)

Let A be the set of the objectives (such as controlling an entire anonymity path) that an attacker can attempt
to achieve using Sybil attacks. Each a € A partitions the set of outcomes, O, into those outcomes in which the
objective is met and those in which it is not: O and O, respectively. When it is possible for the objective to be
reached repeatedly (i.e., against several victims at once), the objective partitions O into sets Of, where r represents
the number of successful attacks. We further define an objective success count operator ¢, which gives the number
of successes by m in the outcome.

tqo(0) =rsuchthato € O). 4)

We assume that the attacking entity m € E values attacks linearly, with the success of a single attack valued at v, so
that

Tm (0) = vig(0) (5)
The attacker’s expected utility from launching a Sybil attack with ¢ identities is given
E[Tm|sm = 04] = Z Umtq(0)Pr[o]og]. (6)
0€0

We assume that honest entities do not gain any raw utility from Sybil attacks; thus for each honest entity h € F,

E[rh|sn = o1] > E[mh|sp = o;] for all i > 2. (7

2.4 Objectives

Entities launch attacks in order to achieve some objective. We model the objectives as control of some key identities
during the service phase of the protocol, and assume that if attackers achieve this control, they will correctly perform
whatever additional actions necessary to reach their ultimate goal. (If control of these key identities gives a prob-
ability rather than certainty of achieving some ultimate goal the analysis is more complicated but not significantly
changed.)

Many objectives are possible; we analyze four general types of objectives that are widely applicable: binomial,
hypergeometric, voting, and infinite-horizon objectives. Example p2p applications subject to each type of objective
are shown in Figure 2.



Objective Type Applications

Bk Binomial TOR [7], Predecessor [24]

He. Hypergeom. SETI@HOME, Pastiche [5]

Vas Voting Byzantine Agreement [12]

T, Infinite Horiz.  Any of the above, when Sybil attacks can be repeated
indefinitely

Figure 2: Four General Objectives

In some p2p protocols, fixed-size subgroups of identities are created of size k. For example, anonymous routing
protocols will create paths of k peers, while Pastiche [5] will store back up data from a source node with k other
peers. In binomial objectives, k identities are chosen with replacement* from I. In hypergeometric objectives,
k identities are chosen without replacement from /. In both objectives, the attacker desires to control ¢ of the k
identities chosen.

Two other objectives do not consider subgroups. In voting objectives, there is no subgroup and the attacker
attempts to control some fraction of I. Infinite horizon objectives allow repeated chances for success without addi-
tional cost, as we explain below.

In the case of Hypergeometric, Voting, and Infinite-Horizon objectives, and two of three subtypes of Binomial
objectives, the raw utility function, 7,,, for an attacker m partitions all protocol outcomes into failure, 02, and
success, O!, in achieving the objective. In the All Identity subtype of Binomial objectives, 7, partitions protocol
outcomes into classes O to O, where N is the number of identities not controlled by the attacker.

e Binomial objectives succeed when attackers control ¢ of k specific identities in a group. Such objectives
are applicable to the many applications in which identities use peer groups of size k, chosen with replacement, to
accomplish their goals. For instance, in anonymous routing protocols, such as TOR [7], each identity use a sequence
of other identities to route messages.

When each identity has its own group, a malicious entity can attack the group of a specific individual, the group
of any individual, or the groups of all individuals.

— Specific Identity Objectives. In this case, the attacker’s utility is proportional to the probability of success
spec.

against the one identity. Such objectives are denoted B,

— Any Identity Objectives. The attacker may want to achieve control of a victim’s peer group, without caring who
the victim is. For instance, a hacker may want to prove that she can break a certain application. In this case, the
attacker’s utility is proportional to the probability of success against any identity. Such objectives are denoted

any
B.-

— All Identity Objectives. Finally, an attacker may want to cause as much damage as possible, or to learn about
as many individuals as possible. In this case, the attacker’s utility is proportional to the total number of group
control successes against all identities in the protocol. Such objectives are denoted Bf;l}c.

¢ Hypergeometric objectives are similar to binomial objectives, but identities are chosen without replacement.
Such objectives are denoted H.. ;.. SETI@home > and Pastiche [5] are subject to the hypergeometric objectives, since
identities in peer groups are chosen without replacement, for redundancy.

e Voting objectives succeed when an attacker can control some fraction « of the nodes in the system, plus
some additional identities 3. Voting objectives are denoted V, 3. For instance, the OM algorithm for the Byzantine
generals problem [12] can be successfully attacked by % + 1 Sybil identities (i.e., traitors).

*Commonly, selection of identities is uniformly at random, and we assume so here for all objectives.
5http://setiathome.ssl.berkeley.edu/



¢ Infinite Horizon objectives are a broad class of objectives in which the attacker can launch Sybil attacks
repeatedly without additional cost — as when entry fees are charged only one time per identity. (Section 3.4 dis-
cusses different types of entry fees.) Any of the above protocols may have Infinite Horizon objectives under these
conditions. We denote such objectives as T.. Since an attack with any probability of success is certain to succeed
eventually, a given strategy o, has either no chance of success, or is guaranteed success. The only strategies which
the attacker needs to consider are og, entering no identities, and o., entering the minimum number of identities
required for success, and we have

1-
(SersevsSms---s8ens SR) € Oy if 81y = 0¢ ®)

and
E[Tm|sm = 0c] = v. 9)

3 Discouraging Sybils

An entity attempts a Sybil attack to achieve a valued objective. Using these measures, we show that application
designers can raise the cost of Sybil attacks by raising the entry fee, which discourages attackers who find the cost of
the attack too high for the raw utility of the outcome. However, if the entry fee is too high, an unacceptable number
of honest participants will drop out. So the relative strength of the attacker and defender of a protocol depends on
the attacker’s valuation of its objectives relative to honest users’ valuation of the protocol.

In this section, we present a measure for the level of interest an entity has in its objective, as a multiple of the
entry fee. We call this measure the valuation ratio and denote it \,,, where m € E is the attacker.® The higher this
measure, the more determined the attacker is to achieve her objective, and the more difficult it is for a defender to
discourage her.

The difficulty of achieving a particular objective depends on the nature of the objective itself, not on the prefer-
ences of an attacker. For an objective a, we define the equilibrium valuation, denoted ;; this represents the number
of identities an attacker must enter to achieve her objectives, normalized by the probability of success of the attack.
When an attacker has a valuation ratio exceeding the equilibrium ratio, it is profitable on average for her to launch a
Sybil attack; when she has a valuation ratio below the equilibrium ratio, she will lose money on average by launching
such an attack.

Using these measures, we show that the resistance of protocols to Sybil attacks varies considerably according to
the objective of the attacker. Infinite Horizon objectives are especially easy to achieve. When they can be prevented
by the defender, by charging repeating rather than one-time fees, all but the most determined attackers can be
discouraged from attacking many classes of p2p protocols.

3.1 Valuation Ratio and Equilibrium Valuation

In this section, we define \,,, a measure of the interest entity m has in an objective, and v, a measure of the
difficulty of success in an objective a € A. The first of these measures depends on the preferences of the attacker
and the fees charged by the protocol, while the second depends only on the nature of the objective.

The valuation an entity has for a protocol is the maximum fee it is willing (or able) to pay each entry phase. To
participate, an entity’s valuation must be greater than equal to the product of the number of identities it enters and
the entry fee.

By setting the entry fee f properly, an p2p protocol designer can discourage the greatest number of Sybil attacks
possible without discouraging an unacceptable number of honest entities. Let 4 € FE be an honest entity willing
to pay for protocol participation. (Although the maximum fee will differ for different entities, we assume that h

The objective is generally obvious from context.



represents a typical honest user of the protocol.) Rational entities will not participate if their utility is negative, and
it is easy to show that the f must be less than or equal to F(3,).

Elup] >0

Elm] +E[r] >0

E[m]—fx1>0
Elm] = f (10)

Next we consider a malicious entity m € E. Denote the maximum raw utility of an outcome is max v, where

max v = max Uy, (0). (11)
o€O

Then, as an upper bound, the most identities, ¢, the attacker m will be willing to enter is max v/ f. We assume that
the expected net utility of m is non-negative because 7 is rational.

Elum|sm = 04

Elrm|sm = 04] + E[mm|0og]
Eltim|sm = 0q] — fq
E[tn|sm = g

f

Since E[Tp|sm = 04 < maxw, we find that the attacker does not profit from launching a Sybil attack with ¢
identities unless

v v v
o o o

Vv
<

(12)

max v

f

If we know the objective a € A that m is attempting to meet, we can improve this requirement, and define pre-
cisely when a rational attacker prefers to make an attack, when she prefers not to, and when she is indifferent towards
these options. The equilibrium valuation of a Sybil attack of size ¢ is denoted ¢ and quantifies the requirements for
a Sybil attack with ¢ entities to be profitable; + quantifies the requirements for any such attack aimed at achieving
the objective to be profitable.

>q. (13)

Note that
Eltm|sm = 0g] = Z viq(0)Prlo]oyl;
0€0
substituting this in Inequality (12) we have
v
1< 7S al0)Prlolo, (14)

0e0

and we see that the number of attackers entered, g, depends on the ratio v/ f, normalized by the expected number of
objective successes for various values of ¢g. We call the ratio of v and f the attacker’s valuation ratio and denote it as

v
Am = 7 (15)

Solving Inequality (14) for A,,, we find that a o attack is profitable if and only if
: (16)

A S ia(0)Prloloy]

Therefore, if an attacker, m, more highly values her objective (as indicated by her valuation ratio \,,), then for her to
launch a Sybil attack she requires a lower likelihood of success. Since m expects to profit from a Sybil attack of size



g when \,,, exceeds this value and expects to lose money when A, is less than this value, we call it the equilibrium

valuation, denoted 73 and defined
q
q —

78 = 5 o tm(0)Prlofog]

The attacker can control the number of identities ¢ in order to minimize 7. This minimum value is denoted ~}:

v. = min~yI, where ¢ > 1 17

This is the lowest possible value of vZ for any g, so it represents the minimum \,,, an attacker must have in order
to launch a Sybil attack of any size. Note that the quantity on the right side of Inequality 17 depends only on the
characteristics of the protocol and of the attack, not on the valuation of the Sybil. A rational attacker /m can benefit
from a Sybil attack a against a protocol if and only if

Am >, (18)
Inequality 18 says nothing about the resources available to a particular attacker: she may value an objective highly,

but lack the resources to enter enough Sybil identities to achieve it. However, in this paper, we take the defender’s
point of view and conservatively assume that an attacker controls an unlimited amount of resources.

3.2~ for Four Types of Objectives

We now quantify 7, the susceptibility of protocols to Sybil attacks. The susceptibility of a protocol depends on
the attackers objective (as discussed in Section 2.4), and each protocol only admits certain attacker objectives. We
group our results by the type of objective and not by what type of service the protocol provides. In Section 3.3, we
use TOR [7] as a concrete example and show in monetary terms how much an attacker must value an objective in
order to launch an attack if the entry fee is a recurring $0.01.

Table 2 has five columns of results for each objective discussed in Section 2.4: the binomial, hypergeometric,
voting, and infinite horizon objectives. In the first column, Min. g denotes the absolute minimum number of identi-
ties that an attacker needs to achieve the objective. The second column, vJ, denotes the equilibrium valuation for a
specific number of Sybil identities, g. The third column shows the attacker’s best g, which is the number of identi-
ties that maximizes total utility for the attacker. The fourth column, ~;;, shows the minimum difficulty of achieving
the objective; while the final column, © (v*) shows the asymptotic bound of + as the number of participants in the
protocol increases.

The derivations of each entry in Table 2 appear in the Appendix. We discuss the details of the Table 2 below.

¢ The infinite horizon objective, T, is easily achieved for low values of ¢, which is the number of identities
required for positive probability of success. Specifically, A7™ is c. For example, if the underlying objective is
a predecessor attack on an anonymity system requiring a minimum of two identities for success, then an attacker
only needs to value the attack at twice the entry fee and enter two identities into the protocol — leading to a very
inexpensive Sybil attack. In other words, this case shows that one-time fees are not well-suited to discouraging Sybil
attacks.

e Binomial objectives vary in difficulty depending on if the objective has as its intended victim some specific
user, any user, or all users. Against specific users, the difficulty of achieving the binomial objective is linear in the
n: a protocol is increasingly secure as more identities participate. This is true regardless of ¢ and & — though ¢
determines if ;" is linear in k, linear in 1/k, or somewhere in between.’

In binomial objectives where the attacker wishes to succeed against any single user, ¢ determines the difficulty
of the attack. For ¢ = 1, we find that v} converges to % as n increases. Therefore, in this case, adding more
honest identities has limited benefit. Conversely, when ¢ = k (and £ > 1), we find 7, asymptotically approaches
(k — 1)n as n increases.

"Note there is no closed-form expression for ~; for Binomial objectives with general ¢, k.
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T. denotes an objective needing ¢ Sybil identities for any positive probability of success and where there is only a one-time
entry fee.

B. i, denotes the Binomial objective; the adversary’s goal is to control ¢ of k helper identities (chosen uniformly at random
with replacement) for some specific identity, for any one identity, or for any identity.

Va,3 denotes the Voting objective. The attacker’s goal is to control alV + 3 of the identities in the protocol.

H.}, denotes the Hypergeometric objective. The attacker’s goal is to control ¢ of k key identities in the protocol, chosen
uniformly at random without replacement (usually based on some identifier associated with the identity.)

The values in bold face are conjectural, derived from numerical approximation.

Table 2: Summary of results for our analysis of four classes of objectives

In binomial objectives including all users, v, is asymptotically constant with increasing n. For ¢ = 1 it ap-
proaches 1/k, while for ¢ = k it does not depend on n at all, but is asymptotically equal to ek.

Figures 3, 4, and 5 offer a graphical comparison of these results. The figures show the effect of different attacker
goals on the difficulty of achieving binomial objectives. When considering launching a Bfug Sybil attack with a
binomial objective in which the attacker can benefit from each additional user attacked, the attacker does not even
need to value compromising any single user at the level that honest users value the protocol for the attack to be
profitable. On the other hand, as Figure 3 illustrates, to profit with a B;?;C objective considering a specific user, she

must value the objective at (k(k/k — 1)*~1) = 6.75 times the number of honest users. For example, for a mixnets
based anonymous routing protocol with & = 300 honest identities in the system, -, = 2025. Therefore, if an honest
user pays $0.01 to participate each round, the attacker must value a successful attack at $20.30 to find positive utility
in attacking the system.

e Hypergeometric objectives are similar to binomial objectives, but are more difficult for the attacker, since her
identities cannot be reused; the difference is most pronounced when n and k are small.

e Voting objectives, V,, 3, have equilibrium values increasing without bound (asymptotically linearly in 1/(1 —
«)) as « approaches 1. This is because the attacker, no matter how many identities she adds, can never control all
identities in the protocol. Voting protocols with very high « values may not be very useful. For more customary
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Figure 3: v for Bzf’gc, which is the binomial objective considering a specific user. Shown is ¢ = 1,2, and 3.
| Y

30t

257

20} B3, 4

15¢

10¢

Figure 4: ~; for By, which is the binomial objective considering any user. Shown is ¢ = 1,2, and 3.

50% + 1 voting (o = 0.5, 3 = 1), v is h + 2. For 2/3 super-majority voting it is 2h.

3.3 Application: TOR Routing

In this section, we apply the equilibrium valuation measure to TOR [7]. TOR is a system of onion routers used for
anonymity; circuit length is by default three (unless the user configures the system otherwise). In this section we
assume that the path length is constantly 3, and that there are 220 TOR routers (as there are as of October 2005 [21]).
We further assume that TOR users are charged a fee of $0.01 every entry phase.

We analyze two objectives attackers of TOR might value:

o Full-path objective: attackers attempt to control all £ nodes in the circuit, and can then know for certain that
the endpoints are communicating.

e Endpoints objective: attackers attempt to control the first and last nodes of the circuit, and use a timing
attacks [13] to determine if they are on the same circuit.

10
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Figure 5: v} for Bg}g, which is the binomial objective considering all users. Shown is ¢ = 1,2, and 3.

3.3.1 Full-path objective

We first analyze the full-path objective considering a specific user. If there is a one-time fee of $0.01 per identity,
then the objective is an infinite-horizon objective 73, and we have 7, = 3. So an attacker would have to value
the knowledge gained at $0.03 or more for the attack to be profitable; a rational attacker who is not particularly
determined is able to profit from an attack.

On the other hand, if the fee of $0.01 is charged per circuit reformation, then the objective corresponds to B35 .
We have v} = %h, which is 1,485 when h = 220. So a rational attacker would have to value breaking the specific
user’s anonymity at at least $14.85 to receive positive utility from attacking the protocol.

An attacker who is satisfied by compromising any one user’s anonymity — perhaps to try to show that TOR’s

anonymity protection is limited — has a Bgng objective. We have v = - (TEHL)S)IL’ which at b = 220 is
about 443. A rational attacker with the goal of simply breaking anyone’s anonym?(tgl ix)/ould need to value this at
$4.43 or more to profitably attack.

The attacker who values equally any information she receives about who is communicating with whom has the
B§”3 objective and has a far easier task. Here, v, = 2?7, which does not depend on the number of participants at
all. Such an attacker only needs to value the attack at about $0.07 to profit from attacking, even if many more TOR
routers join the network.

Unfortunately for users of TOR protocol, as the number of users n increases, the minimum required attacker
valuation for the binomial objective considering a specific user or against any user grows only linearly. Similarly,
the fee charged to users each entry phase also has only a linear affect on the growth of the attacker equilibrium
valuation. However, the linear coefficient is relatively high at 27/4. When the attacker’s objective is to attack any
user, her objective equilibrium valuation is constant regardless of the number of participants, and when her objective

is to attack all users, her equilibrium valuation approaches zero as the number of TOR routers increases.

3.3.2 Endpoints objective

The objective of appearing as the endpoints in the circuit is similar to the Full-path objective but easier to achieve.
With a one-time fee of $0.01, the equilibrium valuation is 2, so an attacker only needs to value the objective at $0.02
for the attack to be profitable when the objective is to compromise some specific user or any user; if the attacker
values compromise of all users, her equilibrium valuation is less than one one-hundredth of a cent.

When the fee is charged per path reformation, the results are as follows. For the binomial objective, we have

11



Fee Type One-time Cost Recurring Cost
Electronic Cash - variable
CAPTCHA - $5.15 / person/hour
Computation $100/GhZ $0.01 / hr
Storage $100 + $1.30/Gb $0.01 / hr
Network $100 + $20 / Mbps mo. $0.04 / hr
VeriSign Certificate | $995/yr $0.11 / hr
$0 (legitimate) $0 (legitimate)
US Social Security # |  $2400/yr ~ (bought) $0.27/hr  (bought)
$30/14 mo  (stolen) $0.004/hr  (stolen)

Figure 6: Entry Fee Types

against a specific user v, = 4h, or 880 at h = 220, which gives an attacker equilibrium valuation of $8.80. Against

any user, we have v = == 1'1*;) By or about 222 at h = 220; so the equilibrium valuation is $2.20. Against

all users, we have v, = 4. In this case the attacker only needs to value the objective at $0.04.

3.4 Entry Fees

In Section 3.2 we show that recurring fees are much more effective at discouraging Sybil attacks than one-time fees.
With one-time fees, an attacker can enter just a few identities and repeat the attack each round until she succeeds
in her attack, so they will only be discouraged when the fixed costs needed to obtain a non-zero chance of attack
success exceed the return from a successful attack. With recurring fees, the attacker’s expected return over a long
period of time is a multiple of her return in each round; so if she does not have a positive return for the first round,
she cannot achieve a positive return by attacking for multiple rounds. It is therefore often possible to discourage
Sybil attacks when repeated costs are used.

In this section, we detail some of the ways that a protocol designer can impose per-identity costs on a protocol
participant. We evaluate, informally, several types of entry fees and their rough cash equivalents to determine if they
are practical as protocol devices. For each, we show how a protocol designer can use the fee type as a one-time
charge of $1 per identity, and how a protocol designer can use the fee type as a recurring charge of $0.01 per identity
per round.

As Figure 6 shows, entry fees have both a one-time and a recurring component, but usually either the one-time
or the recurring component dominates.

Computation is the most convenient type of fee for a protocol designer to impose. There are a number of protocols,
such as Dwork and Naor’s [9] that can enable a group of identities to mutually solve computational puzzles in a way
that assures each participant that the the other identities have paid the computational cost.

On the Dell website 3, a low-grade consumer computer (the Dell Dimension 4700) is currently available for
around $100 per GhZ. Application designers can impose one-time costs of $C' per identity by requiring users to
solve puzzles that only a $% GhZ or faster processor can solve in the allotted time.”

A home computer system consumes roughly 100 watts [17]. At current prices, this is an impractical recurring
fee.

e One-time $1 Require solution within 10 seconds of a problem that would take a 1 GhZ processor 0.1 seconds.

¢ Recurring $0.01 Require computations that are sufficient to fully load an average CPU for 1 hour.

$http://www.dell.com/
9We assume for convenience that clock rate is a reasonable measure of computational power.
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Memory is another bound for computations. It is a more suitable fee than strict computational power, since the cost
of memory is more linear than the cost of computational power. Abadi et al. describe some appropriate functions [1].
Dell currently sells memory for about $170 per GB.

e One-time $1 Require solution within 10 seconds of a problem that would take a computer with 1 GB of
memory 0.06 seconds.

e Recurring $0.01 Require computations that are sufficient to completely fill an average computer’s memory
for 1 hour.

Storage fees require a user to verifiably store some amount of data per identity. Dell charges about $1.30 / GB for
hard drive space. Users must have also access to a computer, adding about $100 to the total costs. Storage challenge
fees are also primarily one-time fees.

e One-time $1 Require users to store (and periodically verify) about 1 GB of data.
¢ Recurring $0.01 Require storage sufficient to fill an average hard drive for 1 hour.

Bandwidth fees require a user to prove availability of a certain amount of bandwidth per identity, for instance
by responding to a large number of challenges in a limited amount of time. The bandwidth trading website,
http://www.bandwidthmarket.com, listed offers for $20 per Mbps per month in August 2005, which is about $0.03
per Mbps per hour. Bandwidth challenges are more effective recurring fees than storage or computational challenges.
If the challenges for a single identity are intended to fill a fast, 10 Mbps consumer cable modem, the recurring costs
are about $0.30 per challenge hour per identity.

e One-time $1 Require users to show they control 50 kbps of bandwidth.

¢ Recurring $0.01 If a round lasts  minutes, require users to continually transmit 2/ Mbps of data in addition
to any application messages.

IP addresses can be obtained for about $30 per month.
e One-time $1 Only allow 30 identities per round per IP address.
¢ Recurring $0.01 Only allow 3000 single round uses of identities per month per IP address.

Electronic Cash is a nearly perfect type of recurring cost. Unfortunately, while there has been plenty of research
on anonymous electronic cash, no system has been successfully deployed, so electronic cash is not usually a vi-
able fee type. It is possible, though inconvenient, to make anonymous payments online; one way to do so is
to set up an anonymous bank account at a site like Cardster '© and link it to an online payment service such as
http://www.paypal.com.

e One-time $1 Require users to purchase reusable protocol entry certificates for $1 each, with only one usable
at any given time.!!

¢ Recurring $0.01 Require users to purchase protocol entry certificates for $0.01 each that expire each round.

CAPTCHAs as described by Ahn et al. [23] are automated puzzles in widespread use that attempt to force some
human effort by letting a computer generate puzzles which are difficult for a computer to solve, but easy for a human
to solve. Such puzzles are usually based on humans’ ability to read even distorted and obscured text. It takes the
author an average of three seconds to solve and enter the type of CAPTCHASs used on sites such as mail.com and
yahoo.com; this is equivalent to a cost of about $0.01 at the average US individual wage [4].

Ohttp://www.cardster.net/
"Users can use zero-knowledge techniques like Camenisch and Lysyanskays’s [3] to prove that they have valid certificates without
revealing them.



e One-time $1 Give out reusable protocol entry certificates as a reward for solving 100 CAPTCHAs.
e Recurring $0.01 Require users to solve one CAPTCHA per round.

Phone SMS Google (http://www.google.com) requires SMS messages to a unique cell phone number in order to
register for an email account. (Users must also complete a CAPTCHA to register the account.) A survey of current
US cell phone plans reveals that most charge $0.05 to receive a text message. >

e One-time $1 Give users reusable protocol entry certificates in exchange for receiving 20 SMS messages.

e Recurring $0.01 Give users a protocol certificate that expires in 5 rounds for every SMS message they receive.

Bank Accounts, used for example by Paypal '3, require users to demonstrate access to a bank account by reporting

the timing and amount of small deposit made in to the account. Most bank accounts are not anonymous. It is possible
to acquire more anonymous bank accounts (such as Cardster), but such accounts are relatively expensive to acquire.
Bank account challenges primarily impose a one-time cost; it is usually possible to choose a type of bank account
with no recurring fees.

e One-time $1 Prove possession of a unique bank account in order to obtain some number of identities in a
protocol.

¢ Recurring $0.01 Not clearly applicable.

Identity Certificates are not generally considered fees, but rather proofs of legal identity. However, it is apparently
possible to acquire a VeriSign identity certificate by paying a fee and presenting company letterhead. On the VeriSign
website 14, the VeriSign recommended identity certificate, Secure Site Pro, is available for $995 per year, or $0.11
per hour. For those who want to use a p2p application for less than a year in total, requiring a VeriSign Secure Site
Pro certificate per identity would impose significant one-time costs of $995 per identity. For those using the site for
more than a year, the recurring cost would be $995 per identity per year.

e One-time $1 Varies with certificate cost.

e Recurring $0.01 Varies with certificate cost.

In the opinion of the authors, computation, memory, storage, bandwidth, CAPTCHAs, and phone SMS are the
most practical current methods of imposing costs on users that want to join a p2p application. Both CAPTCHAs
and SMS fees have a significant recurring component; for applications with access to a limited infrastructure,
CAPTCHAs are the easiest to implement.

4 Related Work

Douceur’s The Sybil Attack [8] first introduced Sybil attacks. Douceur showed that resource tests and vouching for
identities have limited effectiveness in preventing Sybil attacks against p2p networks.

While the Sybil attack may seem theoretical, there is evidence from fields outside of computer science that
simple Sybil attacks do occur. There are many instances of the use of multiple false identities in Internet polls [10],
in chain letters [2], and in US elections [22].

The work that has followed Douceur can be divided into techniques for revealing common control of entities in
special cases, and techniques for reducing the impact of Sybil attacks on protocols.

2Google also limits the number of mail accounts that can be created using one cell phone, so monthly and phone purchase fees would
apply if an attacker attempted to create many identities over a long period of time.

Bhttp://www.paypal.com/

Yhttp://www.verisign.com/
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Sybils can only be prevented completely using certification or some form of direct observation; the work on
detecting Sybils has focused on direct observation in special types of networks. Newsome et al. [14] discuss Sybil
attacks in sensor networks and propose several techniques for detecting Sybils. Radio resource testing and position
verification use link-level information to check whether messages do come from two separate devices. (Of course,
this does not preclude common control of the two devices.) Perrig et al. [16] discuss attacks on wireless networks;
it is possible to defend against Sybil attacks quite successfully when the network topology is static. Our work does
not address Sybil detection.

Certain types of attacks are more difficult to launch than others, and protocol designers can modify their al-
gorithms to make Sybil attacks more costly for the attacker. Srivatsa and Liu [20] present several techniques for
making successful Sybil attacks on DHT routing more difficult. Danezisis et al. [6] also address the Sybil attack in
DHT networks. Assuming an honest bootstrap graph, “diversity routing” ensures that the impact of attacking nodes
connected to any single bootstrap point is limited. In contrast, our work shows the effect of attack difficulty on
attackers’ cost-benefit analyses.

We believe that our work is the first to consider the entities behind Sybil attacks as rational agents. Most of
the research identifies these attackers with physical devices, so the Sybil problem becomes linking identities with
physical devices. Douceur did not identify entities with devices, but he also did not consider the rational agents; his
work considers collaborating identities and Sybil identities interchangeable, although groups of collaborators differ
from individual rational entities in their preferences.

We assume that participants in p2p networks are rational agents. Shneidman and Parkes [19] give evidence of
self-interested behavior in p2p applications. We also use ideas from game theory; Osborne and Rubinstein [15] give
a rigorous introduction.

5 Conclusions

In this paper, we evaluated the cost of Sybil attacks on p2p applications from an economic point of view. We defined
the valuation ratio as a way of quantifying the relative strength of protocol attackers and the equilibrium valuation
as a measure of the resistance of a protocol to attack. Our application of this measure suggests that the susceptibility
of protocols to Sybil attacks varies considerably and recurring per-identity entry fees can discourage Sybil attacks in
many cases.

These results provide a framework for understanding the Sybil attack. They have allowed us to quantify defenses
against it, which is especially important since the attack is difficult to prevent using standard computer security
measures.
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A ~; Calculations

In this appendix, we give the derivations of ~ for the Infinite Horizon, Binomial, Hypergeometric, and Voting

objectives. Recall that
q
q —

e = 3 co tm(0)Pr[ofog]

and
Y. =min~yd, where ¢ > 1.

A.1 Infinite Horizon

To achieve infinite horizon objective T, the attacker only needs to enter c identities and can repeat the Sybil attack
over multiple service phases without additional costs.
Whenever ¢ > ¢ we have v¢ = ¢. The value for ¢ that minimizes ¢ given ¢ > c is clearly ¢, and ve =c. So

*

v, = c. This value does not involve n at all, so it is asymptotically c as n grows large.

A.2 Binomial

We consider Binomial objectives for three targets: a specific identity, any identity, or all identities. In each case
the attacker is attempting to control at least ¢ of £ peers of the target identity or identities. Unfortunately, there is
no closed-form expression for +; for the general c of k objective, which involves minimizing a complex expression
involving generalized beta and polygamma functions. Instead, we find +; for the 1 of £ and k of £ objectives.

A.2.1 Binomial — Specific

1 of k First consider the 1 of k objective Bip ,Z’C'. The probability of success given ¢ identities is 1 — (quLn)k, N

yi=—"

a1 _(m )k

The ¢ which minimizes ~7 must be either 1 or some root of the derivative of 7Z with respect to ¢. This derivative is
given

9g \1- (% (n+ a) (=L + ()PP

) q ot q— () (n + g+ kq)
L=k )

and is positive where
(n+q)((n+ ¢)*¥ —n*) — nFkq > 0.

Assume that k& > 2. Then (n + ¢)* > n* + kqn*~' + k¢®*~'n + ¢*, and the left hand side of the preceding
inequality is greater than or equal to

(n+ q)(kqn*~" + kq"'n + ¢*) — nFkq
and if this is greater than zero, the derivative must also be. Dividing both sides by (n + ¢) we have

’Ilk

kqn* ' + k¢ tn+ ¢F —
n+q

kq >0

and we know n”TI_Cq < n*~1 so the left hand side of the preceding inequality must be greater than

kqn* ' + k¢"n + ¢* —nf kg

so the derivative is positive if
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k" n+¢*>0

which is always true for positive ¢ and n. So when k > 2, the derivative is always positive, and the function 2
is constantly increasing with increasing ¢. On the other hand if £ = 1 then the derivative is positive where

(n+q)(n+q—n)—ng>0

which simplifies to

q2

n-+q
which is always true. So in this case as well the derivative is always positive, 74 increases with increasing ¢.
Since 74 is constantly increasing, the minimum must be at 1, the lowest possible value for g. So we have
* 1 1

Yo=Y =TT 7% (19)
1—(Gi)F

>0

k of k We now consider the objective B,SCp zc'. If k = 1 this is equivalent to B}’ and 7} = 1. Hereafter we assume

Lk »
k> 2.
W=
e (9 k
where the minimum value of ¢ needed for success is k. The derivative is given

O a \_. . t0"
3q<(q4‘3n)’“>_( T

which has a root where n — kn + g = 0, at ¢ = (k — 1)n. We now confirm that yé’“‘”" is below ¥, the other
possible minima; we want to have

oIt s b(——)

k%_ln S (k +n)k(k o l)k—l

k

kFY (——

(F) (-

First note that if & = 2, the inequality holds so long as n > 2 (which is necessary in any case.) So in this case,

q = (k — 1)n is the minimum q. Otherwise, assume k > 3. Note that k¥=1 /(k — 1)*~1 is at most e, so the inequality
holds if

¥ < (k4 n)*.

kren < (k4 n)F.

The right hand side is at least
k(k — 1)kk—2*

n

KF 4+ kKR tn +
so the inequality holds if

E(k — 1)kF—22
krfen < kF 4+ kkF1n + bk — Dk~
mn
k_ k-1
kkengkk+kkn+%n2
11,
< — — )n?.
en_1+n+(2 k)n
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The right hand side is at least

so the inequality holds so long as

[\

<
en < —
-6
7.

v
—_

So for reasonable n the inequality holds. (We do not consider the case n < 17.) We therefore have

e = = (k — 1) kn (20)
A.2.2 Binomial — Any
1 of k For the objective Balm,z we have
W=
-

and the derivative is given

0 q n+q— ()" + g + k)
9q \ 1 - ()"

0 \T= ()™ )~ v )1+ G ™)

The derivative is positive where

n kn
n+q—(—— n+q-+ kqg) > 0.
q (n—l—q) ( q Q)

The left hand expression is always greater than the corresponding expression for the specific user case. So in this
case as well, the derivative is always positive, ~& increases with ¢, and the minimum value for v¢ occurs at ¢ = 1; so

* 1
PR S S 1)
a a = 1_ (nilycn
k of k For the objective BZ”,Z we have
Ve = 1
ST (- G

Unfortunately we have not been able to find the value of ¢ that minimizes ~¢ in this case. Through numerical
experiment we have found a conjectural value of ¢ = (k — 1)n + k. At this value we have

. (k—1)n+k
v = . (22)
e O ey I
A.2.3 Binomial — All
1 of k For the objective B?"k we have
Ya = :
* b1 (2)F)
The derivative is given
a q Cnta— (G (n+ g+ k)
g \n(1 = (Z2)F) | = "+ @)1+ (Z=)F?
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As the numerator is the same as in the specific case Bip ;zc' and the denominator is constantly positive, there are no
roots in this case either. So the equilibrium valuation is at ¢ = 1 and

1
1
Ya =7 (23)
© (- (M)
k of k For the objective Bg“k we have
q q
Ya = q k
q+n
The derivative is given
d( «q (n+q)* !
—|—]=0n—kn+q)——F—.
9q ((,ﬁ,ﬂ’“) ( A

Again the numerator is the same as in the specific victim case sz zc' so the minimizing ¢ must likewise be at

q = (k — 1)n. So we have
O\ A1
’Y; = ’7¢gk71)n = <kl) k. (24)

A.3 Hypergeometric

As with the Binomial objective, it is not possible to give a closed-form expression for «y; of H.; with general c
and k. There is no replacement when only a single choice is made, so Hj j is identical to B)";*". For Hyj we
have not been able to find the minimizing ¢, but based on numerical experiment we have a cohjectural value of
q = (k — 1)n + k. At this value

. (nk —n)l(nk + k)!

T = ) (tn+ Dk — D))

(25)

A4 Voting

In a Voting objective V,, g the attacker attempts to control o(n + ¢) + [ nodes total, but which particular nodes are
controlled is not important. Solving for ¢ we find that ¢ = 0‘1%231 is the minimum number of identities for success
in the objective, and this number of identities guarantees success. So ¢ = ¢ and

an+f3
11—«

Yo =1

1. (26)
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