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Networks composed of only mobile nodes typically suffer from
disruption and delay. The performance of these networks
can be enhanced by adding infrastructure, such as base sta-
tions connected to the Internet, wireless meshes, and unteth-
ered relays. In this paper, we examine trade-offs associated
with different infrastructures using an analytical and exper-
imental framework. We model each of these infrastructures
as a system of ordinary differential equations using simpli-
fied mobility models for general epidemic routing, and we use
the model to evaluate performance and resource consump-
tion. We show that the base station, mesh, and relay hybrid
networks asymptotically have similar performance. For a
practically sized network, the average packet delivery delay
can be reduced by a factor of two with only seven times as
many relays as base stations with similar resource overhead.
Given the high cost of deploying base stations our results
show that in many cases enhancing a mobile network with
relays or mesh nodes is more cost-effective than wired base
stations. We validate results from our model through exper-
iments in a deployed 40-node mobile network under realistic
bandwidth and placement constraints. Our deployment ex-
periments confirm the results from the model and further
show that physical placement of stationary nodes is the pri-
mary determinate of performance.
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Mobile networks incur higher delays and more frequent dis-
connections than tethered networks. The high delays severely
limit the number of applications supported by a mobile net-
work. With shorter packet delivery delays, a wider range
of applications can be supported: environmental monitor-
ing can tolerate weeks or months of delay; software updates,
days; media and news content, hours of delay; email, hours
of delay; instant messaging, minutes; and VOIP, tens of mil-
liseconds. Accordingly, reducing packet delay is a fundamen-
tal problem in mobile networking, and for applications that
incur delays from acontemporaneous routes, it is a critical
problem. Such disruption-tolerant networks (DTNs) have
been proposed for interplanetary [4], underwater [10], ve-
hicular, person-to-person [14], and wildlife monitoring [19]
scenarios.

The introduction of infrastructure to mobile networks in the
form of stationary resources can considerably reduce delays,
under the assumption that the additional costs of such in-
frastructure are manageable. For example, installing wired
base stations connected to the Internet can lower delays [11];

however, base stations require power and wired network con-
nections, both of which impose significant costs—these costs
can be as high as US$50,000 per square mile [20]. An alter-
native is to deploy a wireless mesh network [3] from short-
range, high-bandwidth technologies, like WiFi, or from long-
range, low-bitrate radios, like those in the 900MHz band.
This saves the cost of installing wired (typically fiber) net-
work connectivity at each drop, but it requires a minimum
density to maintain a connected topology. Lastly, and per-
haps most inexpensively, one can place relays in the network
that require no connections to electrical infrastructure or to
the Internet and can be placed anywhere in the network [2,
16]; such relays can only route information between mobile
nodes in a disruption-tolerant fashion [17].

In light of these cost and performance tradeoffs, in this pa-
per we examine the following question. What is the rela-
tive performance enhancement of each of these three types
of infrastructure given that each has a different cost? To
answer this question, we develop an analytical model and
present results from a set of field experiments that com-
pare the benefits of each kind of hybrid mobile network.
We use simple, ordinary differential equation (ODE) mod-
els that demonstrate the benefits of hybrid mobile networks.
In the analysis, we present asymptotic, closed-form expres-
sions for the expected delay and resource consumption for
simple epidemic routing. To examine these tradeoffs in a
real setting we have performed experiments for the three
types of infrastructure in the context of a vehicular, mobile
networking testbed. While the analytical results describe
many of the fundamental trade-offs in the system, they can-
not fully explore the interaction of placement constraints,
real-world propagation, and dynamic routing protocols. On
the other hand, while the deployment demonstrates many
of these practical issues, the results depend heavily on the
particular system, underlying technology, and mobility pat-
terns. By melding analysis and deployment, we strive to
provide a best-of-both-worlds approach to this problem.

Our analytical and experimental analyses present the fol-
lowing results.

• In our analytical results, we show that for substan-
tial delivery delay improvement in hybrid base station
and hybrid relay networks, the number of stationary
nodes must grow super-linearly in the number of mo-
bile nodes. We prove that the bounds on bandwidth
and energy requirements for the nodes in all hybrid



mobile networks are similar.

• In a real mobile network, we show that for simple epi-
demic routing in networks with 20 mobile nodes, the
average delay can be reduced by a factor of two using
only 5–7 times as many relays as base stations. While
a larger number of relays are needed, the ease and cost
of deployment make relays a better choice in many cir-
cumstances.

• From the experiments in a deployed mobile network,
we identify scenarios where a mesh or relay hybrid net-
work is a better choice over a base station network. We
also show differences and similarities between results
obtained from the model and data gathered from a real
testbed.

Our study can be used as the basis of a cost-benefit analy-
sis in deploying a mobile network or augmenting an under-
provisioned one. We don’t make any exact claims on the
costs of deployment, as each of the three cases — base sta-
tions, meshes, and relays — translate into different physical
implementations in various scenarios. For example, under-
water networks can use wireless buoys as relays in the net-
work [27], while other underwater networks may use fully
interconnected mesh networks [18]. In a vehicular network,
one may use relays [2] or wireless base stations [5]. In this
paper, we define the baseline as a network of mobile, wire-
less peers that lack added infrastructure, and our goal is to
augment the network.
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We begin with a network consisting exclusively of mobile
nodes. As in a DTN [17], nodes transmit replicas of a packet
to passing mobile nodes, which move and transmit replicas
to more nodes, and eventually a copy of the packet is de-
livered to its destination. There are at least three options
for enhancing such a mobile network through additional in-
frastructure, as illustrated in Figure 1. Wireless base sta-
tions provide new opportunities to propagate packets, typ-
ically via an in-network proxy with storage so that mobile
nodes can pass packets without contemporaneous connec-
tions through the base stations. A wireless mesh works in
the same way, but the wireless mesh nodes must be ge-
ographically placed such that a wireless backbone is con-
nected. Lastly, disconnected store-and-forward relays route
packets to any passing mobile node without connection to
a mesh or the Internet. With any of these methods, and
sufficient resources, one can reduce the delay of the network
to arbitrarily small amounts, bounded only by transmission
delays.

Intuitively, one can support much lower delays with fewer
base stations than mesh nodes or relays—the wired network
effectively provides a wormhole across a geographic area.
However, the key questions are how many relays are needed
to lower packet delivery delay to an acceptable level, and
what are the relative costs of these options? While base sta-
tions and meshes are necessarily more effective than relays,
relays avoid the constraints of mesh wireless connectivity
and the costs of base station wiring.

Wired 
Network

Disconnected Relays

Basestations/Infostations

Store-and-Forward

Store-and-Forward

Wireless Mesh

Store-and-Forward

Pure Mobile Network

Figure 1: This figure shows three methods of aug-
menting a sparse mobile network with resources to
reduce delay. In the first case, base stations commu-
nicate with mobile nodes storing packets on a node
in the network for eventual delivery to another node.
The second case, a wireless mesh, operates similarly
to the base station, but the base stations must be
physically proximate to transmit packets. In the
third case, disconnected relays store packets, for de-
livery to other relays or mobile nodes, propagating
information towards the final destination.

We analyze the relative benefit of adding varying numbers of
base stations, mesh nodes, and relays using three methods:

• numerical solutions based on ordinary differential equa-
tions (ODE), using methods from viral worm propa-
gation [29];

• asymptotic expressions for packet delivery delay and
resource consumption derived from the ODEs;

• and a physical deployment of base stations, meshes,
and relays in a network of vehicular nodes.



Through trace-driven simulations presented in Section 6, we
show where there is agreement and discrepancy between a
deployment and the analytical results. Here we present the
framework for our analytical results.
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We model a mobile network as N + 1 mobile nodes and
M stationary nodes. The stationary nodes are placed uni-
formly at random in an area A. It is important to note
that there are no constraints on the placement of the sta-
tionary nodes, even though significant and varying restric-
tions on placement apply in practice. For instance, base
stations must be placed where there is a wired network con-
nection. Mesh nodes need fewer wired connections but must
be placed proximate to one another, and typically they must
be within line-of-sight of one another. Relays can be placed
fairly liberally; however, placement is still restricted. For
example, in a vehicular network the best placement may be
the middle of the road. This is a limitation of the model,
as meshes and base stations are identical, except that the
model incorporates delays in the mesh network— the delay
in the base station backbone is considered negligible. We
explore these real-world placement issues in our deployment
evaluation (Section 6).

Mobile nodes move around within area A. We assume that
the pairwise meeting times between mobile nodes are repre-
sented by exponentially distributed random variables with
mean inter-meeting time 1/β1, and the pairwise meeting
time between mobile nodes and stationary nodes are repre-
sented by exponentially distributed random variables with
mean inter-meeting time 1/β2. The exponential assumption
follows from a result by Goenevelt et al [12], which showed
that pairwise inter-meeting times are nearly exponential if
nodes move in A according to a common mobility models
(such as random way point and random direction model)
and if their transmission range d is small compared to A.
The expression for the pairwise meeting rate was derived
as β1 = 2wdE[V ]

A , where w is a constant specific to the mo-
bility model and E[V ] is the average relative speed among
nodes. Moreover, analysis on real data has also shown that
inter-meeting rate between mobile nodes can be closely ap-
proximated by an exponential distribution [7].
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We assume a very general traffic model: (i) traffic in the
network is unicast between pairs of mobile nodes; (ii) traffic
sources and destinations are uniformly random; and (iii)
stationary nodes only route data and do not serve as sources
or sinks. Below, we define cases where base stations and
mesh access points, or one of the relays, is connected to the
Internet, which can then act as a sink for data.

Our analytical model evaluates a general epidemic rout-
ing protocol where every node forwards packets to every
other node it meets. Two nodes meet when they are within
transmission range of each other. Every node has an infi-
nite buffer and every transfer opportunity has infinite band-
width, therefore, every packet can be considered indepen-
dent of all other packets.
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We model the spread of a packet and its replicas as an epi-
demic infection among nodes in the network. When nodes
meet one another they exchange packets, infecting one an-
other with the packets they possess, until the packet infects
the eventual destination. Similar models have been used in
the analysis of worm propagation [29] purely mobile net-
works [28] and relay mobile networks [16].

This packet infection model is a system of non-linear dif-
ferential equations with two variables, x(t) and y(t). The
number of mobile nodes infected with a particular packet at
time t is x(t), and the number of infected stationary nodes
at time t is y(t). The network delivers a packet once the
destination is infected with the packet, and our goal is to
determine P (t) = Pr[T < t], the probability that the time
to deliver a packet is less than t. The expected delivery
delay of a packet is given by

∫ ∞
0

(1 − P (t))dt.

One of our goals is to estimate the amount of resources used
in the network, including bandwidth, storage, and transmis-
sion. All are strongly correlated with the number of copies
the network generates by the time the packet is delivered.
The number of copies of a packet is given by

∫ ∞
0

(x(t) +
y(t))dP (t). We assume in our analysis that all replicas of a
packet are removed once the packet is delivered to its des-
tination. In this section, we describe the set of differential
equations and their approximate asymptotic solutions for
each of three cases: relays, base stations, and meshes.
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The differential equations that govern the dynamics of a
network of N +1 mobile nodes and M stationary untethered
relays are:

x′(t) = (β1x + β2y)(N − x),

y′(t) = β2x(M − y),

x(0) = 1, y(0) = 0.

The change in P (t) is given by the following differential
equation:

P ′(t) = (1 − P )(β1x + β2y),

P (0) = 0.

Here x′(t) is the rate at which mobile nodes in the network
are infected by the packet. It is the sum of the rate of a mo-
bile node’s meeting other infected mobile nodes and the rate
of mobile node’s meeting infected stationary nodes. y′(t) is
the rate at which stationary nodes are infected in the net-
work. This is the rate at which infected mobile nodes meet
uninfected stationary nodes. P ′(t) is given as the product of
the probability that the packet is not delivered at time less
than t and the rate of the destination meeting an infected
mobile node or an infected relay. The last set of equations
describe the initial conditions for the system. Initially, only
one mobile node and no stationary node is infected with the
packet.

We first show that there exists an unique solution to the
above set of differential equations, and then derive an ap-
proximate asymptotic closed-form expression for the expected
delivery delay of a packet.
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Figure 2: The infection of a packet in a hybrid mo-
bile network with 10 relays and 100 mobile nodes.

Lemma 1. The above set of differential equations has a
solution which is unique.

Proof. Writing the differential equations in matrix no-
tation gives the following.
(

x′

y′

)
=

(
f(x, y)
g(x, y)

)
=

(
β1Nx − β1x

2 + β2yN − β2yx
β2xM − β2xy

)

Here f(x, y) and g(x, y) are continuous functions and are
Libschitz continuous for x and y in the intervals [1, N ] and
[0, M ], respectively. Therefore, by the Picard-Lindelöf the-
orem, the set of differential equations has a solution that is
unique [13]. Unfortunately, deriving an exact closed-form
analytical solution for the above set of differential equations
is difficult.

The numerical solution for the number of relays and mo-
bile nodes infected as a function of time for inter-meeting
rates of β1 = (1/600) seconds and β2 = (1/300) seconds is
shown in Figure 2. The total number of relays is fixed at
10 and the number of mobile nodes is fixed at 100. From
the figure, it is clear that x(t) and y(t) exhibit three dis-
tinct regions of behavior: around the fixed points {0, 0} and
{M, N} where derivatives are zero, as well as the region in
between these fixed points. At the beginning only a few
nodes are infected, therefore the infection rate is low. Simi-
larly the infection rate is slow when the system reaches the
point of diminishing returns around {M, N}. The dynamics
of packet delivery is affected maximally by the behavior of
x and y between {0, 1} and {M, N}. Hence we derive an
approximate closed form analytical solution for the above
differential equations around {M

2 , N
2 } and bound the ap-

proximation error. The solutions provide us with intuition
of how the expected packet delivery delay varies with the
number of relays and mobile nodes.

We linearize the derivatives for x and y by evaluating the
Jacobian for the matrix in Lemma 1. We then solve for
the set of linear differential equations to derive approximate
solutions for the original equations around {M

2 , N
2 }.

A(x, y) =

(
fx fy

gx gy

)
=

(
β1N − β2y − 2β1x β2N − β2x

β2M − β2y −β2x

)

The above linear set of differential equations can be solved
around {M

2 , N
2 } using the principle of eigenvalues.

A

(
M
2

,
N
2

)
=

1
2

(
−β2M β2N
β2M −β2N

)

The eigenvalues for the above matrix can be obtained from
|A − λI| = 0. They are derived as:

λ = 0, λ = −β2(M + N)
2

.

The eigenvectors are given by:
(

n1

n2

)
=

(
N
M

)

(
n1

n2

)
=

(
1
−1

)
.

Using the initial and final conditions for x and y, x(0) = 1
and y(0) = 0, and the conditions at the stable points x(∞) =
N and y(∞) = M , we obtain the following solutions for x(t)
and y(t).

x(t) = (1 − N) · e−
β2(M+N)t

2 + N + O(d2
1)

y(t) = −Me−
β2(M+N)t

2 + M + O(d2
2)

The error terms O(d2
1) and O(d2) are outcomes of lineariz-

ing the differential equations around {M
2 , N

2 }. The error d1

is determined by the distance of x from N
2 and d2 is de-

termined by the distance of y from M
2 . Quite simply, the

approximation ignores the initial, exponential, spread of the
packet, and the region of diminishing returns as the delay is
largely determined by the more linear spread of the packet.

Theorem 1. The expected delivery delay of a packet in a
hybrid mobile network with relays is approximately√

4π
(β1N+β2M−β1)·(β2·(M+N)) .

Proof. Given this model of infection, we can calculate
the packet delay. Recall that the probability that a packet
is delivered at time t is the product of the packet not be-
ing delivered before time t and the rate of the destination
coming in contact with an infected mobile node or relay.
The probability of packet delivery at time t is given by the
following.

dP
dt

= (1 − P )(β1x(t) + β2y(t))

We then substitute the value of x and y into the above equa-
tion and solve for the differential equations. Applying the
initial condition to P (0) yields the following expression for
(1 − P ):

ln(1 − P ) = −(β1N + β2M − β1)/(β2(M + N))·
(eβ2(M+N)t/2 − 1) + (Mβ2 + Nβ1)t.

The expected delay for delivery of a packet is given by∫ ∞
0

(1 − P (t))dt. Application of the Saddle point approx-
imation [8] yields

√
4π

(β1N + β2M − β1) · (β2 · (M + N))



It follows from the above theorem that if the number of re-
lays added to the network grows less than linearly in the
number of mobile nodes (M = o(N)), then the expected de-
lay of delivery of a packet is given by (1/N)·(

√
(4π)/(β1 · β2)).

If M = ω(N), the expected delay of delivery of a packet is
given by

√
(4π)/(M · (β2M − β1) · β2).

The expected packet delivery delay is proportional to the
number of relays alone if the number of relays grows super-
linearly in the number of mobile nodes. The above result
also shows that asymptotically (as N tends to be very large)
the relay nodes do not affect the delivery delay of packets if
they grows less than linear in the number of mobile nodes.
The result seems to contradict previous observations where
a small number of relays provided a substantial decrease
in packet delivery delay [2]. However, in the analysis, we
assume that relays are placed uniformly at random in the
network. The performance of the network could be sub-
stantially better if the relays are placed intelligently in the
network — a hypothesis we test in our evaluation in Sec-
tion 6.

The overall performance and utility of a mobile network is
also determined by the resources consumed by nodes in de-
livering packets. Various resources that can become bottle-
necks are bandwidth, storage, and energy. From the per-
spective of packet delivery, these metrics are proportional
to the number of copies of a packet in the network.

Theorem 2. The expected number of copies per packet in
the network is given by E[c] ≤ N−1

2 + β2(M)
β2+β1

.

Proof. The detailed proof of the above theorem is given
in the Appendix. !

The number of copies of a packet in the relay mobile network
is proportional to the number of relays and mobile nodes.
The expected delay of delivered packets is also proportional
to the number of relays. Therefore, with an increase in the
number of relay nodes, the performance as well as resource
consumption of the network increases. Hence, if a network
designer desires low packet delivery delay the number of re-
lays in the network has to be large and if he desires low
resource overhead (e.g., energy consumption), the number
of relays to be placed in the networks needs to be small.
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The key advantage of relays is that mobile nodes do not need
to be in the same place at the same time to exchange pack-
ets, they only have to meet the same relay at different times.
However, relays still depend on mobility to deliver packets.
If the network is augmented with wired base stations, pack-
ets can be propagated over large geographical distances with
minimal latency. In terms of the infection model, this means
that once a single base station is infected by a packet, all
other base stations can be considered infected by the packet.
Packets may reach their destinations through any combina-
tion of mobile nodes and base stations.

Intuitively, we can draw two conclusions. First, in a suffi-
ciently large mobile network with enough base stations, the
shortest path to the destination likely involves the wired
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Figure 3: The figure depicts the two phases in the
analysis of the base station network.

base station network. Second, this path consists of two seg-
ments: the path from the mobile node to any base station,
and the path from any base station to the destination mo-
bile node, as illustrated in Figure 3. Next, we establish these
conclusions more rigorously.

We model the spread of a packet in a hybrid mobile network
for epidemic routing using the following heuristic. Let t = T
be the time at which the first base station is infected by a
packet. Since no base station is infected before time T the
differential equations governing the spread of packet at t < T
is given by:

x′(t) = (β1x) · (N − x),

P ′(t) = (1 − P ) · (β2x(M)).

We solve for P (t) using the system of ODEs above. We show
that the expected delay of infecting the first base station,
given by

∫ ∞
0

(1−P (t))dt), lies in the interval [ ln N
β1(N−1) ,

ln N
β2M(N−1) ]

The differential equations governing the dynamics of the net-
work after time t = T are given below.

x′(t) = (β1x + β2M) · (N − x)

P ′(t) = (1 − P ) · (β1x + β2M)

Since every base station is considered infected at t > T , the
rate of spread of packets among mobile nodes x′(t) is propor-
tional to the meeting rate of the non-infected mobile nodes
with the infected mobile nodes and base stations. Similarly,
the probability of packet delivery at time t is given by the
product of the probability that a packet is not delivered by
time t and the rate of an infected mobile or a stationary
node meeting the destination.

Theorem 3. The expected delay for delivery of a packet
in a hybrid network with base stations lies in the interval

[
ln(

Mβ2+Nβ1
β2M+β1

)(Mβ2+Nβ1)

(β2+β1N)β1(N−1) + ln N
β1(N−1) ,

ln(
Mβ2+Nβ1
β2M+β1

)

β1(N−1) + ln N
β2M(N−1) ]

Proof. Solving the above differential equations yields

x(t) =

[
N

N−1 (β2M + β1) · et(β1N+β2M)

β1 + β2M+β1
N−1 · et(β1N+β2M)

]
.



(1 − P (t)) is the probability that a packet is delivered to
the destination at time greater than t. The expression for
(1 − P (t)) is given below.

(1−P (t)) =

[
Nβ1 + Mβ2

(N − 1)β1 + (β2M + β1)et(β1N+β2M)

] β2+β1N
β1N+β2M

The expression can be upper and lower bounded by the fol-
lowing inequality.

Mβ2 + Nβ1

(N − 1)β1 + (β2M + β1) · e(β2M+β1N)t
≤ (1 − P (t))

≤ Mβ2 + Nβ1

(N − 1)β1 + (β2M + β1) · et(β2+β1N)

Integrating both sides of the inequality over the interval
[0,∞] yields the following.

ln(β2M+β1N
β1+β2M )(Mβ2 + Nβ1)

(β2 + β1N)β1(N − 1)
≤ E[td]

≤
ln(β2M+β1M

β2M+β1
)

β1(N − 1)

Summing the above with the expected time to infect the
first base station yields the bound in the theorem. !

Corollary 1. If M = o(N), then the expected delivery
delay lies in the interval [1/(β1 · (N), 1/(β1 · (N − 1))]. If
M = ω(N), then the expected delivery delay of a packet lies
in the interval [0, 1

β2
ln Mβ2+β1

Mβ2
].

Proof. We refer the reader to the Appendix. !

Therefore, asymptotically if the number of base stations
grows less than linear in the number of mobile nodes, the
expected packet delivery delay is not affected by the base
stations. However, if the number of base stations grows
super-linearly in the number of mobile nodes, the average
packet delivery delay lies between zero and a value close to
a constant. This result is similar to that obtained for un-
tethered relays in the previous section.

Theorem 4. The expected number copies of a packet stored
in a base station mobile network is N+M−1

2 .

Proof. We refer the reader to the Appendix. !

The number of copies of a packet for the base station hybrid
network is linear in the number of mobile and stationary
nodes. This is also similar to the results obtained for un-
tethered relays. Therefore, asymptotically (as the number
of stationary and mobile nodes grow large) the performance
enhancement and resource consumption of a base station
hybrid network is similar to that of a relay hybrid network.
Since laying down base stations is much more expensive than
relays, it is often more cost-effective to build relay hybrid
networks than base station networks.
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An alternative to building the network using wired base sta-
tions is to build a mesh network. A mesh network has the ad-
vantage that it does not require wired connectivity at every
node, although it often requires line-of-sight links between

the nodes and incurs higher delays. The mesh can be built
over a high-bandwidth, short-range radio, such as 802.11 or
CC2420 [23] or a long-range, low-bandwidth radio, such as
XTend Maxstream [24]. A wireless mesh is a special case
of a base station network. The difference between a base
station network and a mesh network is that once a mesh
node is infected by the packet, it takes some time before all
nodes in a mesh become infected by a packet due to process-
ing delays, wireless packet loss and interference, and power
management at the nodes. This rate of infection, denoted
by β3, also depends on the bit rate of the mesh radio and
the number of packets transfered simultaneously transmit-
ted over the mesh. We model the spread of a packet in the
mesh as an infection process — similar to viral propagation
in the Internet [29].

The dynamics of the network is determined by two phases.
The first phase continues till time T when all of the mesh
nodes are infected with the packet either by a mobile node
or by another mesh node. In the second phase, the network
behaves like a base station hybrid network where all the
stationary nodes have already been infected with the packet.
The system of non-linear differential equations governing the
infection spread in the network for the first phase is given
below.

x′(t) = (β1x + β2y)(N − x) (1)

y′(t) = (β2x + β3y)(M − y)

x(0) = 1

y(0) = 0

The differential equations governing the dynamics of the net-
work in the second phase are the same as for hybrid base
station mobile networks, as stated above. The first phase
above can be solved using the same scheme as the relay
hybrid networks by calculating the eigenvalues of the Jaco-
bian for the ODEs around [0, 0]. However, the eigenvalue
expressions are solutions of quadratic equations in M and
N . Although closed form asymptotic expressions for the
average delay are difficult to calculate for the mesh hybrid
network, we can reason about the asymptotic behavior of
the network.

The first phase of the network behaves similar to the relay
network and the second phase is same as the base station
network, hence we conjecture that the mesh network would
show asymptotic behavior in between a relay and base sta-
tion network. How close this behavior is to either network
depends on the infection rate among nodes in the mesh net-
work (β3). If β3 is large (a high bandwidth radio like 802.11),
the network behaves like a base station network, while a
small β3 (low bandwidth radio) yields behavior closer to the
relay network.

F(K $<8ED 24567
Our discussions above evaluate only uniform peer-to-peer
traffic. However, in many cases, such as data gathering ap-
plications, a large fraction of the traffic is destined to a par-
ticular sink-node, such as a gateway to the Internet or an
in-network storage server. In the case of base stations, we
assume that all of the wired nodes are connected to a com-
mon network, and thus all of them can reach the sink. In
the case of relays and meshes, we assume that exactly one



of the nodes is either connected to the Internet or serves as
the final data sink. To study a general traffic model, we
designate a fraction f of the packets to be destined towards
the sink and the remaining fraction is peer-to-peer traffic.

In the case of relays, we can make a straightforward modifi-
cation to the differential equation governing P (t) = Pr[T <
t] to accommodate for traffic directed towards a sink. The
differential equation governing P (t) is given by P ′(t) = (1−
P )(β2x(t)). This implies that a packet is considered deliv-
ered if an infected mobile node comes in contact with the
stationary sink. Using the technique of Theorem 1, the ex-
pected delivery delay of a packet destined towards the sink

is given by
√

4π
2β2(M+N)(N−1) . Therefore, the expected delay

of delivery of a packet (denoted by T ) is given by

T = f ·
√

4π

2β2(M + N)(N − 1)

+(1 − f) ·
√

4π

(β1N + β2M − β1) · (β2 · (M + N))
.

For the base station case, the delay of delivery of a packet
destined to the sink is determined by the time when the first
base station is infected given by the interval [ ln N

β1(N−1) ,
ln N

β2M(N−1) ].
Therefore, the expected delivery delay of packets is in the
interval

[(1 − f) ·
ln(Mβ2+Nβ1

β2M+β1
)(Mβ2 + Nβ1)

(β2 + β1N)β1(N − 1)
+

ln N
β1(N − 1)

,

(1 − f) ·
ln(Mβ2+Nβ1

β2M+β1
)

β1(N − 1)
+

ln N
β2M(N − 1)

]

K( *-2/%)CA3 %/#-3$#
Thus far, we have used the infection model to compare the
asymptotic behavior of untethered relays and base station
networks for epidemic routing. However, we also want to
examine the performance of the network for a finite number
of stationary and mobile nodes. In particular, we focus on
the following questions: what kind, and how many resources
should we add to the network in order to achieve a particular
delay? For instance, if we need to lower the delay by a
certain factor, should we add relays or base stations, and
how many? We want to know the resource overhead for
each network in terms of the number of copies of a packet
in the network. We are also interested in these trade-offs as
different fractions of traffic is destined for sinks and peer-to-
peer traffic.

K(' $<8ED 24567
Using our ODE model, we can evaluate the packet delivery
delay in a hybrid network under general epidemic routing.
We have chosen a medium-sized mobile network of 20 nodes
(the average number of buses running per day in our vehic-
ular deployment) and vary the number of stationary nodes
from 0 to 100. We set the pairwise inter-meeting times be-
tween mobile and stationary nodes to be 149 minutes and
the pairwise mobile-mobile inter-meeting times to be 167
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Figure 4: Average delivery delay for β1 = 1/167 and
β2 = 1/149 for N = 20 and f = 0.5 for general epidemic
routing.

minutes. These parameters are taken from measurements of
our test deployment, described in Section 5. In Figure 4,
we vary the fraction of sink-bound traffic as f = 0.5. We
have experimented with other values of f and found similar
results. The packet size was fixed at 10KB. From our test
deployment, we calculated the infection rate among mesh
nodes (β3) to be 1/80. We also show the number of copies
of a packet in the network in Figure 5 for f = 0.5.

From the results in those figures we make four observations.
First, we can obtain very small average packet delivery de-
lays by using a large number of base stations. However, there
are values of average packet delivery delay that cannot be
achieved except with an extremely large number number of
untethered relays.

Second, if we want to reduce the delivery delay by 30% the
network requires an average of 5-7 times the number of re-
lays as base stations. For smaller delay reduction, this factor
is less than 7. The ratio of relays to base stations is small
because of the small mobile-mobile and mobile-stationary
inter-meeting rates which masks the benefit of packet spread
among base stations. The mesh behaves similar to a base
station network since it incurs only the additional overhead
of spreading the packet over the wireless link. Considering
that the cost of deployment of base stations (includes power
and wiring) is much more than seven times the cost of de-
ploying relays, for a wide range of applications relays and
meshes are a better choice than wired base stations.

Third, if the traffic is predominantly directed towards a
sink—for example data gathering— it is better to use base
stations.

Fourth, for the same number of stationary nodes (see Fig-
ure 5) the resources consumed by the relays and the mesh
is less than the base stations. Moreover, for the same per-
formance in terms of packet delivery delay, the relay and
base station networks exhibit similar resource consumption
and the mesh network has lower resource consumption. For
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Figure 5: Average number of copies of a packet in
the network for a relay, base station and mesh hy-
brid networks. We show the number of packet copies
for different ratio of stationary to mobile nodes for
f = 0.5.

example, to reduce the delivery delay by 25% (see Figure 4),
the ratio of the number of base stations to mobile nodes is
0.25 while it is 1.0 for a relay network. However, for the two
cases the number of copies of a packet is similar. Moreover,
the mesh network exhibits similar performance with smaller
resource consumption. This implies, that for a smaller cost,
we can build a relay or mesh network which consumes simi-
lar resources (energy, storage) as a base station network and
has similar performance.
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Our mathematical model provides a general tool to answer
questions about the performance of different types of hy-
brid mobile networks — for example, how does a hybrid
network perform when the inter-meeting rate between mo-
bile nodes changes? The inter-meeting rate between mobile
nodes maps to the node density of the network; in a dense
mobile network, such as a MANET, inter-meeting times be-
tween nodes are small, while in a sparse mobile network,
such as a vehicular or mobile wildlife network, the inter-
meeting times between nodes is large.

We use our model to evaluate the average packet delivery
delay for two different inter-meeting rates:(i) once every 2.5
hours, representing our vehicular disruption tolerant net-
work; (ii) once every 12 hours, representing a very sparse
mobile network — for example buses running on reduced
schedule or a wildlife tracking network [25, 19]. We assume
that we have placed a sufficient number of stationary nodes
such that the inter-meeting rates between mobile and sta-
tionary nodes remain unchanged.

Figure 6 shows the packet delivery delay for a very sparse
mobile network. We find, as we increase the network sparse-
ness (compare with Figure 4) the difference between the
three hybrid networks becomes smaller. Although a packet
spreads quickly in the mesh and base station networks, there
is a large constant added to the delivery delay due to scant
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meetings between mobile nodes that bridges the gap be-
tween the three networks. We performed another experi-
ment in which we varied the rate at which stationary nodes
meet with mobile nodes. Figure 7 shows the results for this
experiment. When the inter-meeting rate is high all net-
works behave similarly. However, as the inter-meeting rate
between stationary and mobile nodes grows, the difference
between the three networks increases. Therefore, if we place
the relays intelligently and consequently reduce the inter-
meeting rate between mobile and stationary nodes, we can
build relay networks whose performance is comparable to
mesh or base station networks.

We validated the accuracy of the model described in Sec-
tion 2 using simulations. We ran simulations where the
average inter-meeting time of mobile nodes and stationary
nodes was set to 4 hours, while the average inter-meeting
time between mobile nodes is set to 4.7 hours, and packets
were generated at a fixed rate. We ran the simulations until
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Figure 8: Prototype for the mesh node and unteth-
ered relay

a large number of packets were delivered to the destination.
We fixed the number of mobile nodes in the simulations to
be 20 while the number of stationary nodes was varied from
2 − 50. We found that the difference in the average delay
predicted by the model and simulation was less than 10%,
quantitatively validating the model.

M( N/O)C-3A%*/$0+%1,/>3+G2/*$
Our analytical framework relies on a number of simplifying
assumptions. For example, the inter-meeting time between
nodes is taken from an exponential distribution, and transfer
opportunities have infinite bandwidth. Moreover, we ignore
packet loss due to wireless interference issues, and consider
infinite storage at mobile and stationary nodes. Although
some of the assumptions like exponential inter-meeting rates
may be realistic [7], other assumptions like ideal lossless
wireless medium and infinite bandwidth for contact oppor-
tunities do not hold for sparse mobile networks. Hence, it
is important to investigate the claims made in our analysis
through a deployment study in a real mobile network.

Therefore, we study the performance of add-on stationary
networks through a deployment of mesh nodes, relays, and
base stations in a bus-based vehicular testbed. The mobile
network consists of 40 buses moving in an area of about 140
square miles. The buses are equipped with an Linux box, a
WiFi access point (AP), a USB WiFi dongle, a GPS unit and
a long-range, low-bandwidth Maxstream XTend radio. We
deployed six nodes at different places in the network to act
as both untethered relays and as mesh nodes. The station-
ary nodes consist of PDA-class Stargate devices equipped
with WiFi CF cards and long-range, low-bandwidth XTend
radios (see Figure 8). The nodes are capable of forming
a mesh over the XTend radio. Whenever, a node comes
within WiFi range of a bus, it establishes a TCP connec-
tion with the AP on the bus. The node logs the amount of
data transfered, the duration of the contact and the time of
contact and later stores it in a central repository. The sta-
tionary nodes and the mobile nodes also communicate with
each other using the low bandwidth radio. For base stations,
we use the open access points around town. The buses as-
sociate with these APs and log the duration of time they

Figure 9: The map shows the location of the re-
lay/mesh nodes and base stations. The colored spots
represent the base stations and the white spots de-
pict the relay/mesh nodes. For double blind review-
ing, we removed the underlying map features.

were in contact with the AP. The buses transfer data over
a TCP connection with a server running on the Internet.
The buses encountered more than 600 APs. However, we
selected six APs which have maximum number of contacts
with the buses in order to compare with the six relay/mesh
nodes placed in the network. The location of the mesh/relay
nodes and access points can be seen from the anonymised
map in Figure 9.

To gain a better understanding of the mobility patterns of
the nodes in our testbed we first look at the differences
and similarities between the data collected in the deploy-
ment and the assumptions made in the model. Figure 10
shows the complementary cumulative distribution function
of the pairwise inter-contact time between mobile-mobile
and stationary-mobile contacts. Figure 11 shows the scat-
ter plot and mean bandwidth for the mobile-mobile and
mobile-stationary contact opportunities. From Figure 10 we
observe that for more than 90% of the contacts, the inter-
contact times follow an exponential distribution—parts of
the curves for mobile-mobile and mobile-stationary contacts
can be approximated by a straight line on a semi-log scale.
However, each distribution exhibits a knee after which the
decay is faster. Hence, our model based on exponential inter-
meeting rate is not far from reality. However, the bandwidth
for contacts is highly variable. Figure 11 shows that the
bandwidth for connection events. The high variability in
contact bandwidth could be due to variety of factors such
as interference, multipath effects, TCP congestion control,
DHCP, and variable association times [15]. Moreover, we
observe that the bandwidth for mobile-stationary contacts
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Figure 10: The figure shows the CCDF of the pair-
wise inter-contact times between mobile-mobile and
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Figure 11: The figure shows the scatter plot and
mean bandwidth for the mobile-mobile and mobile-
stationary data transfer.

is larger than mobile-mobile contacts as the relative velocity
of a mobile and stationary node is often smaller than two
mobile nodes.

P( /NA3-A$)+* +Q ,/>3+G2/*$
Our analysis in Section 4 shows a trade-off between relay,
base station and mesh hybrid mobile networks. However,
it is crucial to validate the results from the model under
more realistic conditions using a large scale mobile testbed.
For our experiments, we collected connectivity data for two
weeks using our testbed.

First, we study the delivery delay performance when differ-
ent fraction of traffic is destined to a sink. We use RAPID
as our routing protocol, which has been shown to perform
better than most contemporary routing schemes for mobile
networks [1]. We fed the connectivity traces collected from
our deployment into a trace-driven simulator and evaluate
the performance of the routing algorithm for different hybrid
networks. Packets in the trace-driven simulation are gener-
ated at a fixed rate of 5 per hour per node. The source and
destination of peer-to-peer traffic is generated uniformly at
random. We use a packet size of 10KB and a buffer of 4GB
at each node. Figure 12 shows the performance for station-
ary networks when the amount of traffic destined towards
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Figure 12: The figure shows the average packet de-
livery delay when 50% of the packet is destined for
a particular sink.

a sink is 50%. We vary the number of stationary nodes
from one to six. Comparing the results with those from the
model (see Figure 4) we observe the following differences:
(1) the absolute numbers for delivery delay are higher than
those obtained from the model; (2) the performance of the
mesh is close to the relays although in our model the mesh
performs close to the base station network. However, the
general trend of performance is similar. For example, to
bring down the delay by 30% the number of relays required
is five times the number of base stations and there are cer-
tain delays that cannot be achieved by relays — similar to
the observation made in our model.

We have considered a number of factors that may explain the
absolute differences between the model and the deployment
including dynamic routing protocols, network load, or node
placement. To determine the most significant contributions
we carried out experiments with different routing protocols,
a varied range of network loads and different node place-
ment.

First, we perform experiments with different network loads.
We observe that if we increase the packet generation rate
in the network by 600%, the change in delivery delay is less
than 20% for all hybrid networks. Hence, network load is
not the chief contributor to the difference between the model
and the deployment. Moreover, different routing schemes
show similar performance. We use three routing schemes —
RAPID [1], Spray and Wait [26] and Epidemic routing. The
results show that the relative performance of base stations,
mesh and relays is largely independent of the routing scheme
used. However, we observe that epidemic routing performs
slightly better than Spray and Wait and RAPID for mesh
and base stations. Note that Spray and Wait allows only
a fixed number of packet copies, and the utility of a packet
in RAPID goes down with the number of copies. Therefore,
due to a large number of copies of a packet in the mobile net-
work for base stations and meshes packet replication stops
after a certain time leading to higher delays.

Next, we study the effect of physical node placement on
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Figure 13: The figure shows the average packet de-
livery delay when the stationary nodes where uni-
formly placed in the network and 50% of the packets
were destined towards a sink.

performance. Our hypothesis is that the difference between
the deployment and the model is an artifact of the closely
clustered placement of the mesh and relay nodes in the de-
ployment. This brings out a constraint inherent to meshes
that the model does not capture. Due to the limited range
of radios, the nodes have to be placed in close proximity
to each other — in many cases within line of sight of each
other. Hence, the mesh does not spread packets across as
wide a geographic area as a base station network. The base
stations are not restricted in their placement — leading to
better delay performance. However, this results in higher
deployment costs.

To understand the effect of placement on performance, we
carried out an experiment with 16 nodes uniformly placed
throughout the vehicular network. Since, we did not phys-
ically deploy the nodes, the connection events for the sta-
tionary nodes with the mobile nodes were generated as fol-
lows. We used the GPS traces from the buses to figure out
when and for how long a bus would be in WiFi range with
the stationary nodes. The mobile-mobile connection events
were taken from our collected traces. We carried out the
same experiment as in Figure 12, and the results are shown
in Figure 13. We plot the model results on the graph to show
the differences between the deployment and the model.

We observe that the performance number are very close to
those obtained from the model. The difference in delay be-
tween the model and the deployment is less than 10% in most
cases. Moreover, we found that the number of copies per
packet was also similar to those calculated from the model.

We conclude from this experiment that the most important
factor that influences the performance of hybrid networks is
the physical placement of the stationary nodes. The nodes
should not only cover a large geographic area but should
be placed where there is minimal interference from other
sources. Given such a placement, network performance could
be substantially improved, showing good confirmation with
a simple idealized ODE model.

R( %/3A$/,0+%1
There is a large body of research on analyzing hybrid net-
works. These include studies on the effect of placing a sparse
set of well connected base stations in an ad hoc wireless net-
work [22], improving performance of sparse mobile networks
using autonomous agents [9], and adding relays in a purely
mobile network [2]. Measurement studies on throughput ca-
pacity of vehicular networks show the feasibility of Internet-
based applications from mobile nodes [5]. Similarly, a sys-
tem of base stations, called Infostations have been designed
to provide intermittent coverage and connectivity in mobile
networks [6]. Although, augmenting a mobile network with
stationary nodes is a well studied area, there is little or no
work that analyzes different hybrid network configurations
under one unified framework. Our study offers a general
analytical model and a more constrained real-world deploy-
ment study comparing the performance of different hybrid
networks.

The analytical model in the paper derives from a large body
of work on using Markov chains to model mobile networks.
The ODE model as a fluid limit of Markov chains was first
introduced to study epidemic routing in sparse mobile net-
works [28]. Markovian models have been used to study vari-
ous routing protocols—epidemic routing, 2-hop routing [12],
and Spray and Wait [26]. More fundamental work on mod-
eling inter-meeting time between nodes following common
mobility models was performed by Kurtz [21].

A more recent work by Ibrahim et al. [16] uses the Markov
model to analyze hybrid mobile networks consisting of un-
tethered relays and relays connected through a wired infras-
tructure. The paper derives asymptotic expressions using
the fluid limit of Markov chains for a simple MTR routing
protocol. Though the paper presents the differential equa-
tions for epidemic routing, it does not derive asymptotic
expressions for delay and resource consumption. Our work
builds on that analysis for epidemic routing. We argue that
asymptotic expressions for epidemic routing are more gen-
eral since most routing protocols for sparse mobile networks
are variants of epidemic routing. While Ibrahim et al. con-
centrate on using the Markov model, our paper uses a sim-
pler yet accurate infection model for the analysis of different
hybrid mobile networks. Further, we have found that it is
crucial to examine differences between the model and a real
deployment for practical applicability of the model. Hence,
our paper further studies the effect of several practical issues
like dynamic routing protocols, node placement and network
load through a deployment in a mobile testbed.

S( C+*C3-#)+*
We have performed an experimental and analytical study
of mobile network enhanced with relays, meshes and wired
base stations. We used an ODE model to understand the
behavior of hybrid mobile networks for simple mobility mod-
els. We further carried out a deployment study of stationary
nodes in a small, bus-based mobile network.

Our study draws three main conclusions. (1) Asymptoti-
cally, base station, relay, and mesh hybrid mobile networks
are similar in average packet delivery delay and resource
consumption in terms of storage, energy, and bandwidth.
(2) For epidemic routing protocols and uniformly random



deployment, the ratio of the number of relays to base sta-
tions or to mesh nodes that bring down the delivery delay
by a given factor is small — usually of the order of 5–7.
Considering the high cost of deploying base stations, it is
often a better choice to deploy untethered relays over base
stations or mesh nodes. However, when extremely small
delays are sought, such as required for a VoIP application,
base stations are required. (3) Our deployment experiments
in a real mobile network show that placement of stationary
nodes has the largest impact on the performance of hybrid
mobile networks—stationary nodes should be intelligently
placed across the network for maximal performance.
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Proof of Theorem 2

The expected number of copies of a packet in the network
is given by the following

Cd =

∫ ∞

0

(x(t) + y(t))P ′(t)dt − 1

We can write the above integral as
∫ ∞
0

(x(t)+y(t))d(P (t))−
1. We evaluate the integral by parts and apply the ini-
tial and final conditions on x(t), y(t), and P (t) (i.e., x(0) =
1, y(0) = 0, y(∞) = M, x(∞) = N, P (0) = 0, P (1) = 1).
Now, Cd =

∫ ∞
0

(x′(t)+y′(t))Q(t)dt where Q(t) = (1−P (t)).
The above integral can be broken down into two integrals,
CN

d =
∫ ∞
0

x′(t)Q(t)dt and CM
d =

∫ ∞
0

y′(t)Q(t)dt. We eval-

uate both integral separately. CN
d is shown to be equal to

N−1
2 and CM

d is upper bounded by β2M
β1+β2

. Combining the

expressions for CM
d and CN

d yields the inequality in the the-
orem. !

Proof of Corollary 1

The expected delay of delivery of a packet lies in the interval

[
ln(

Mβ2+Nβ1
β2M+β1

)(Mβ2+Nβ1)

(β2+β1N)β1(N−1) + ln N
β1(N−1) ,

ln(
Mβ2+Nβ1
β2M+β1

)

β1(N−1) + ln N
β2M(N−1) ].

The first phase tends to 0 as N → ∞. The bounds on the
second phase can be written as

[
ln(Mβ2+Nβ1

Mβ2+β1
)

(N − 1)β1
,

ln(Mβ2+Nβ1
Mβ2+β1

)
(β1N+β2)(N−1)β1

Mβ2+Nβ1

]

Both functions are of the form f(N)
g(N) , where limN→∞ f(N)

tends to ∞ and limN→∞ g(N) tends to ∞. Therefore, ap-
plying L’Hospital’s rule we get the bound in the corollary.

When M = ω(N), we apply limN→∞
N
M = 0, and evaluate

the following limit
ln limN→∞(

Mβ2+Nβ1
β2+β1N )

limN→∞
(β2+β1N)(β1)(N−1)

Mβ2+Nβ1

. Applying the

limit, yields the bounds in the corollary. !

Proof of Theorem 4

The number of packets in the network is given by Cd =∫ ∞
0

(β1x(t) + β2M)(N − x(t))Q(t)dt. The integral can be
shown to be equal to N + M − (Cd + 1). Therefore, Cd =
N+M−1

2 . !


