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Abstract—The ability to transmit a message securely  We consider an approach that exploits the differences
in the presence of eavesdroppers in a dense wirelessin the channels from a number of relays to the receiver
network is considered. As with a number of recent schemes, and to the eavesdroppers (without knowledge of the

system nodes other than the transmitter and receiver are h | to th d t hi d ¢
chosen to generate noise that confuses the eavesdropperp annel to the eavesdroppers) to achieve an advantage

By exploiting the dynamics of the fading, significantly for Bob over Eve. Depending on the application, level of
improved performance is achieved beyond that generated security required, and assumptions on the eavesdropper’s

from the standard multi-user diversity gain expected from |ocation or capabilities, this could be used outright for
opportunistic relaying. In particular, the node with the security, but we view it as more likely that it will be

best fading characteristics takes responsibility for message dt h the phvsical | f h that
relaying, while those whose fading will significantly reduce used to enhance the physical layer for schemes that are

their impact on the desired communication play the role of dependent on packet losses at Eve [8].
noise generators. For a source transmitting to a destination ~ The idea proposed here fits into the recent set of

using a set of intermediate relays, we consider the number techniques that employ artificial noise, where system
of eavesdroppers that can be present without the intercep- nodes put noise into the air to confuse the eavesdropper.

tion of packets, in both the case where the eavesdroppersM fth . tioati h idered th
operate independently and in the case where they collude. any of these investigations have consiaere € secrecy

The latter case also encompasses the more likely scenario ofc@pacity in a single-relay system (see [3] and references
a single eavesdropper with a sophisticated multiple-antenna therein), where it has been demonstrated that even a relay

receiver. without knowledge of the message can have utility [4].
_Index Terms—Ad hoc networks, cooperation, secrecy, Of more pertinent interest are the class of techniques
wireless security. that can be traced back to [2], [6]. In [6], a transmitter
with multiple antennas beamforms towards the intended
I. INTRODUCTION receiver while generating random noise in the nullspace
o of the receiver so as to confuse the eavesdropper. When
The secure transmission of a message from a Senger mytiple-antenna transmitter is instead replaced by
Alice to a receiver Bob in the presence of an adversayy gjngle-antenna transmitter and a number of single-
Eve, who may be a passive listener and/or an acti®enna available relay nodes, a two-stage process that
jammer, is a major concern in modern networks. Alynioits interference cancellation at the receiver allows
first glance, wireless communication systems appeardg arificial noise to impinge on the eavesdropper that
make the problem more challenging because the rangg, pe canceled at the receiver.
of locations for which an eavesdropper can gain accesStnere have been numerous related works to 2], [6]
to the transmitted signal is increased. Bl_Jt there €39 recent years, but, to our knowledge, none of these
be a number of advantages versus the wired scenafigye exploited the multi-user diversity effect to arrive
because, unlike the standard cryptographic framewotl, 5 simple, implementable, protocol that: (1) does not
the signal observed by Bob and Eve is not the samggqire knowledge of the eavesdropper channel, (2) does
These advantages include, among others, key generafifi require distributed beamforming, and (3) does not
that exploits the common information in the fading changqgire interference cancellation. The protocol, which
nel characteristics (e.g. [7]), and exploiting indeperndeR;j pe described in detail below in Section II, uses
packet loss of Eve and Bob [8]. an enhanced form of multi-user diversity. A relay node
with “good” links to the source and destination relays the
(_’Sudarshan Vasudeva'n an_d Donald Towsley are with the Compuigformation. In addition, relay nodes with “bad” channels
gflence Department, University of Massachusetts, Amherat,WBA. to the relay or destination produce random jamming in
ephan Adams and Dennis Goeckel are with the Electrical amd-C

puter Engineering Department, University of Massachusatisherst, the appropriate transmission phase to confuse potential
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Fig. 1. System scenario: Source nofewishes to communicate
securely with destination nod® with the assistance of intervening
system node®y, R1, - , Rn—1 (n = 5in the figure) in the presence
of passive eavesdroppefsy, E1, - - , Em—1 Of unknown locations

(m = 5 in the figure).

Section 1lI considers the resulting advantage for Bob
over Eve. Conclusions are presented in Section V.

Il. MODEL AND PROTOCOL

A. Model

Consider Figure 1, where a source noflewishes
to transmit to a destination nod@ with the assistance
of nodesRy, Ry, ...R,_1. Also present in the envi-
ronment arem passive eavesdroppér&y,- -, En_1.
We consider here equal path loss between each pair of
nodes, reserving a more accurate path-loss model for the
network case being studied in an upcoming work.

The i*" transmitted symbol of the sourcé and a
relay R; will be denoted byz:ES ) andeRf ), respectively,
and thei*" received symbol for a relay;, eavesdrop-
per E;, and destinationD, will be denoted byyi(Rf),
ygE-”), and ny), respectively. We assume independent
frequency non-selective Rayleigh fading between each of
the active transmitters and receivers. Consequently, the
multipath fading on a link from a given transmitter
to a given receivelB is a complex zero-mean Gaussian 4)
random variable and will be denoted &as p. Hence,
for example, the received signal A} if only the source
S were transmitting would be:

hs,r, v/ ESIES) + nl(»Rl)

where E, is the transmitted energy per symbol, and
{nERl)} is an independent and identically distributed
(i.i.d.) sequence of zero-mean (complex) Gaussian ran-
dom variables withE[[n{""|2] = Nj. The Rayleigh
fading assumption implieg 4 5|? is exponentially dis-
tributed with E[|h 4 p|?] = 1.

2)

3)

yZ(Rl) _

1We only consider passive eavesdroppers in this paper. Wee-app
ciate the utility of the Diffie-Hellman protocol for key digtution if
computational security is the goal. If key distribution imgoutational
security is the goal, we note that the protocol is effectivahie face
of active jammers that will severely inhibit standard Diffiellhan
approaches.

5)

B. Protocol

We next describe the protocol used by the soufde
establish a secure link with destinatiéh The protocol
consists of the following steps:

Channel measurement between source& and
relays: In Step 1, the source& broadcasts a
pilot signal to allow each relay node to measure
the channel from sourcé to itself. Each relay
receives:

y ) = hg g /Bl + 0 5 =0,1,...,n—1
and the eavesdroppers receive

(E5)

g = hg g /B 0l =01, ,m—1

Recall that the destination cannot hear the source.
We assume that each of the system nodes and
eavesdroppers are able to perfectly measure the
channel contained in their observation; that is,
after Step 1, system node;,j =0,1,...,n —1,

now perfectly knowshs r;, and the eavesdropper
E;,j=0,1,...,m — 1 perfectly knowshs g, .
Channel measurement between destinatiorD

and relays: Analogously to Step 1, the destination
D broadcasts a pilot signal and each of the relays
R;,j7=0,1,...,n—1 measurép g,. We assume
that each eavesdroppéds;,j = 0,1,...,m — 1
perfectly knowshp g, .

Relay Selection: During Step 3, the relay with the
largestmin(|hs, z, %, |hp,r,|*) announces itself as
the messaging relay using a distributed protocol.
For instance, each relay picks a backoff window
inversely proportional tanin(|hs, g, |*, |hp, g, |*)-
Denote the messaging relay’s index gy We will
assume perfect relay choice i.e. that the relay with
the largestmin(|hs, g, |?, |hp,r,|*) is chosen.
Message Transmission fromS to R;-: In Step 4,

the sourceS transmits the message 1#9;-. Con-
currently, intervening system nodes with indices in
Ri={j #j*: |hr, r,.|* <7} transmit random
noise in order to generate sufficient interference at
the eavesdroppers. The messaging relay receives:

R x
yf i) hs,R,. VEsz!®
+ Z hRj’Rj* \/E,IERj) +nER.j*)
JERL

and eavesdroppér;,j = 0,1,...,m—1 receives:

yZ(EJ) = hS,Ej vV Esarl(»s)
+ Z hRj,Ej LV, ESZ‘ERj) —|—’I’LZ(EJ)
JER1L

Message Transmission fromR;- to destination
D: In a manner similar to Step 4, the messaging



relay and intervening system nodesia = {j # For any fixed thresholdy, multi-user diversity in
g |hRJ.’D|2 < 7} transmit. The signal receivedthe form of single or multiple relay selection without
by the destinatiorD and the eavesdroppers can bartificial noise is sufficient foPéﬂ?D) — 0 asn — oo;
written in a manner similar to Step 4. however, the eavesdropper outage is invariant tand
non-zero. This could be remedied by lettinggo to
infinity as n — oo. For example, withy = loglogn,

Critical to the protocol, as with many wireless securityp(5—D) _ andPéﬁ?E-f) L 1,1<j<masn — oo

. . . u
protocols, is the ability to authenticate messages as copfit this would require infinite rate on each link. Artificial
ing from true system nodes as opposed to eavesdroppggfse generation offers an alternate route that can be
during the system set-up. In addition, the two eXtr@mployed for fixedy (or rate),y > 1, and can suppress

transmissions required for relay selection could help |5rge number of eavesdroppers, as demonstrated here.
an adversary to detect a communication in the system. o PS,EE denote probability of the evenf =
ou =

Potentially significant (depending on the choice 79f (Csp, < 7 A ACsp,. < =) ie. the probability
. . » 420 ym et
power is employed to enable security. that none of the eavesdropper nodes exceeds the required
1. ANALYSIS signal-to-noise-plus-interference ratjo

Motivated by the practical consideration of minimiz- Theorem 3.1:Consider the scenario of Figure 1 with

. ; ) . ~the protocol of Section II-B withn available system
ing the number of packets Eve intercepts while maximiz-
. . . nodes, andn(n) eavesdroppers. Let(n) denote the
ing the number of packets that Bob receives, we consi £

. . ) ... threshold used to determine the noise-generating nodes

an outage metric for each. This has direct application :
. : . Il the protocol of Section II-B. If
or could be used as an underlying physical layer in a
higher-level security scheme that derives its advantage _ ~ nr(m)
from packet losses at Eve [8]. m(n) =0 (mm{ﬁ, 6})
A source to destination broadcast isdantage if and

only if either theS — R;- link or the R;« — D falls
below the required signal-to-noise ratio for a given

C. Limitations and Assumptions

and7(n) < /Zn=2NY andnr(n) — oo, asn —
2l

rate; that is, oo, then P — 0 and Py — 1.
pS—D) » |hs,r,. |2 Es Conversely, if m(n) > eQC(;";E"HLéVJ’, for some
= < )
out >ier, Ihr,., 2Es + No v constantc > 1, we show that’; i~ — 0.

Proof: First, we upper boundDéﬁt_’D), as given in

g { hrye .0 2B <7}> (W (0¥

ZjGRz |hRj7D|2ES + No

_ min{|hs,r;.|* |hr,. .0|*} Es
A. Non-Collaborating Eavesdroppers < P > n |hi,n. PEs + No <7
JERL gt * s
In contrast to the destination, we will assume the min{|hs.z.. % |hr.. o>} E
pessimistic case that each eavesdropper can hear both U{ 5 , I;: ’ |2§,+N s })
the source and relay transmission with equal average JERy [P DI Ss 0
strength. Hence, each eavesdropfigrsees effectively P min{|hs,r,. |, R, 0>} Es
two independent looks at the source messageClsgt;, - > jer, IRy Ry [PEs + No
denote the signal to noise and interference ratio (SINR) min{|hs.z.. % b . o>} E
from sourceS to eavesdroppeE;. Therefore, I °
| |2 216722 |hr;,D|?Es + No
hs g|°E 2
Com = dljer |h};E|2SEI‘; + No = 1—-Ex||P XEs 3 >
JER1 3 ) Zj€R1 |hRj,Rj*‘ Es + No
N |hR,. B|*Es 3)
S er, |hr, B2Es + No
q e where X = min{|hs r,.|?, |hr,. p|*}. Now, with
an (S—E;) _ < R;« as the relay with indexj that maximizes
Pout = P(Csp; =) @) min{|hs g, |2, |hg, p|?}. basic probability establishes

We consider the analysis given an asymptotically larggat X = max(Xo, Xi,...,Xn-1), Where X; =
number of relays.. This is motivated by the connectivity min{|hs r, |*, [r;,p|*}, is the maximum ofV iid ran-
condition for large wireless networks, where each nod¥m variables, each of which is exponential with mean
must have, on average, an infinite number of neighbogs Next, consider the following result from extreme
for the network to be connected with high probability. value theory [1][pp.176-177].



Lemma 3.2:Let Y3, --,Y,, be a sequence af iid Conditioned on|R,|,|Rz| > nr(n)/2 and from the
exponential random variables, each having an expoenditions form(n), we obtain
nential tail F(y) ~ Ke™* where K,a > 0. Let

Ey 2
M, = maxYi, - ,Y,). Thenlim, .o 2= =1 as. Cs,g, < TL}Z)T/(:)/ 5 w.h.p
From Lemma 3.2, the random variabl& = No+ > k=1 " bRy 5, P Es
max Xy, ---, X,) converges almost surely fan/2. Therefore,
In driving the Pg ;" to 0, the choice of the threshold
S : _ E, 2 +~N,
7(n) is critical. For a relay nod&;, the noise-generating  Cs g, < n(n)/2+ 1y w.h.p (5)

probability is P(|hg, r:|* < 7(n)) = 1 —e 7" ~ No+ 5422 by i, B

7(n), for _smaII valugs of 7(n). _Thus,. the.number We next show that the sunz’?;("’)/z b 5. |2Es >
|R1| of noise generating nodes is a binomial randory ,, () _ k=1 ko2
variable with meanu7(n). We can now use Chernoff ~ 2v w.h.p. Usmg Che:\rnoff bounds for 3”"’?'3‘6‘96
bounds [5][pp.67-70] to obtain bounds on the probability"1ang random variable with mea|X] = » derived in
that|R,| deviates from its expectation. In particular, ~PPendix V, we can conclude that:

: nt(n)/2 1-1/ nrin)
4 nt(n) nt(n e Y
P(IR1| > 2n7(n)) < (e/4) p Z iy, 2 < 2(7) < < - )
and k=1
nt(n _nr() . 1/
P(IR4| < T()) <e " ® It can be verified thatel% < 1,Vy > 1. Fory > 1,

the right hand side of the above inequality goes to 0, as
Since nt(n) — oo asn — oo, we conclude that , _, o, Therefore,

(n/2)7(n) <|Ri| < 2n7(n) w.h.p. From the conditions
on |R;| andr(n), we get

nt(n)

1-1/v
P(Csr, <7 | Ral [Ral 2 nrto)2) 2 1- ()

Eslnn v
N, + hi, re|*Es < Ny + 2n72(n) < — _
;;1' Fofiy 2o = nr(n) < 2y By symmetry,P [Cs,i, <7 | [Ril,[Ra| > n7(n)/2] is
the same for all eavesdropper nodes. Using uh®n
w.h.p. In other words, bound we get:
XE pl=1/7\ T(M)/2
P 2 > >1—(e/4)"™ ™  PIE||R],Ra| > nr(n 2>1—mn( )
(NO@M%R; E, v) (e/4) € 11Ral, Ral 2 nir(n) /2] 2 1=m(n) (
Substituting into (3) yields Removing the conditioning and observing ti&f; | and
o |R2| are independent random variables,
Pgu_{D <1—(1—(e/a)"™(M)2 ~ 1 — g=2e/D) R )
S—E e _nr(n)
It can be readily seen thdt3 ;> — 0 asn — oc. Fout™ = | 1—m(n) ( 5 > (1 —e 3 >

We next show thatPé”a’{:) — 1. First, consider

P(()fj?Eﬁ for a givenj. From Lemma 3.2, the maximum The conditions onm(n) guarantee that the right hand
of the fading coefficients from the eavesdroppers to tfféde in the above inequality approaches 1 in the limit as

source converges tmm(n) a.s. From (2), the received”™ — ©°-

SINR at eavesdroppeE; is upper bounded by: The p_roof (_)f the second part (converse) of Theo-
rem 3.1 is straightforward. L&t?, denote the eavesdrop-
Inm(n)Es per with the maximum fading coefficient to the source
Cs.p, < =+ N
No+ X per, |hreB, [P Es S. Whenm(n) = exp{207n7(n) + VES"} ,c > 1, apply
Inm(n)E, Lemma 3.2 to geths p: | — 2cyn7(n) + 5= as.

a.s. (4)  Further, we know thatR,| < 2n7(n). Applying

2
No+ 2 rer, Ihay 5, [*Es Chernoff bounds, we obtain

We have shown|Ri| > nr(n)/2 w.h.p.; similarly,

[R2| = n7(n)/2. Hence, we can therefore replace the p Z b, e 2 > 2enr(n) | < ( il)ZnT(n)
sum in the denominator of (4) with anr(n)/2-stage iR, ! ee
Erlang random variable yielding:
Therefore,
2E;Inm(n)
s,B; < oy w.h.p ¢ \2n7(n)
" N+ B, gy, |2 P(Cs.p; >7) 21 - (ec—1>



Sincec < e~ for ¢ > 1, it follows that

P( Z \hr, E:

JER1

2> 2en7(n)) — 0,asn — o0

In other Words,P(CS,E; > v9) — l,asn — oo.
Therefore,P5{* — 0,asn — oo [

B. Collaborating Eavesdroppers

In this section, we consider the case where the eav
droppers can collaborate. Importantly, this also mod
the case where a single eavesdropper withantennas

is present in the environment.

Theorem 3.3:: If m(n) =

E;Inn—2N,
An~y

(S—E) (S—D)
Proof: From Theorem 3.1, it follows
Py — 0. Next, consider showing?();™ — 1.
The total signal-to-noise ratid’(s g):

o(n(n)), 7(n) <

2

(n)
Es|hS E;
Csg = B
; (ES ZJER1(|hRj7Ez:|2) + No
4 Es‘hR*,Ei 2
ES Zj€R2(|hRj7Ez|2) +NO

Using Chernoff bounds as in the independent eaves-

dropper caseR4],|R2| can be lower bounded b@

els

2, and nt(n) — oo asn — oo, then

that

Section Ill-A, we know thatlhs z,.|*> and |hg,., D|?
each converge ttmnn/2 a.s. A simple calculation based
on the SINR requirements for th¢ — R;- and
R;- — D links yields:

N FEslnn — 2N,y
T*(n) = B Fa—

S_
3, we observe that:

m(n) =0 ((min{ e} W)

el—l/’y’

gased on the conditions for.(n) in Theorems 3.1 and

for the non-collaborating eavesdroppers case, and

Esnlnn — 2nN,vy
=0

for the case of collaborating eavesdroppers.

In other words, for a givenr(n), we can allow
exponentially more non-collaborating eavesdroppers as
compared to collaborating eavesdroppers. Further, when
eavesdroppers do not collaborate, the number of allow-
able eavesdroppers grows exponentially in the square
root of the number of system nodes.

IV. CONCLUSIONS
A simple and easily implemented protocol for secret

w.h.p.; hence, the combined signal-to-noise ratio of tt@mmunication between a source and destination using

eavesdroppers can be upperbounded w.h.p.:
m(n)

|hs, B, |?

Csp < ( — 7

Z Z:(l 12 thj,Ei

2)
=1 J

+ %) ( |hpe e, |? )
nt(n)/2

j |hRj7Ei

a messaging relay and artificial noise transmitted from a
set of intervening system nodes has been presented. The
system exploits a multi-user effect in selecting both the
messaging relay and the nodes for noise generation. The
proposed protocol can provide for a significant advantage
for the desired receiver over the eavesdropper that can
then be exploited by higher layer protocols to enforce
security on the link.

From Markov's Inequality and straightforward proba- gytension of the analysis in the paper to the network

bility:
E[Csg]

y

(S—E)
1- Pout

IN

2mnTt(n)
v =) (5 )

which goes to zero provided thé’{‘f(% — 0 asn — oo.

This impIiesPéﬁ?E) — 1. [

C. Discussion
First, consider choice of the threshotdn). A large

value of7(n) results in more noise-generating nodes and

case is currently under investigation. Incorporating a
more relaxed outage metric which allows a non-zero
outage probability for the source while guaranteeing
outage for the eavesdroppers is also being studied.
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V. CHERNOFFBOUNDS FORERLANG RANDOM
VARIABLE

We derive a probability bound on the lower tail of

an n-stage Erlang random variabl€. Using Chernoff
bounds for a non-negative random variable,

P(X <a) < %Eg e " My (t) (6)

where Mx (t) = E[e!*X] denotes the moment generating
function of the random variabl& . For ann-stage Erlang
random variableX with rate \:

Mx(t) = ()\)\t>”

Using elementary calculus, the valuetahat minimizes
the right hand side of (6) can be obtained as:

=l
a
Therefore,
P(X <a) < e (@A (a/\)
n

Settinga = E[X]/~v = n/yA, wherey > 1, yields:

P(X < E[X]) . <el—i>
v v

Since©—" < 1 ¥y > 1, the right hand side in the
above inequality goes to 0 as— oo.

The probability bound for the upper tail can be de-
rived similarly. In particular, for a non-negative random
variable X anda > 0, we have

P(X >a)< %I>1f0’ e " My (t) @)

2=

Proceeding exactly in the same manner as before, it can
be easily shown that

P(X > yE[X]) < (= )n

ev—1

For v > 1, the right hand side goes to 0 as— oc.



