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Abstract
Cloud computing platforms are growing from clusters of machines
within a data center to networks of data centers with resources
spread across the globe. Virtual machine migration within the LAN
has changed the scale of resource management from allocating re-
sources on a single server to manipulating pools of resources within
a data center. We expect WAN migration to likewise transform the
scope of provisioning from a single data center to multiple data cen-
ters spread across the country or around the world. In this paper
we propose a cloud computing platform linked with a VPN based
network infrastructure that provides seamless connectivity between
enterprise and data center sites, as well as support for live WAN
migration of virtual machines. We describe a set of optimizations
that minimize the cost of transferring persistent storage and mov-
ing virtual machine memory during migrations over low bandwidth,
high latency Internet links. Our evaluation on both a local testbed
and across two real data centers demonstrates that these improve-
ments can reduce total migration and pause time by over 30%. Dur-
ing simultaneous migrations of four VMs between Texas and Illi-
nois, CloudNet’s optimizations reduce memory migration time by
65% and lower bandwidth consumption for the storage and memory
transfer by 20GB, a 57% reduction.

1 Introduction

Cloud computing enables both large and small enterprises to
better manage their resources—some no longer need to in-
vest in local IT resources and can instead lease cheaper, on-
demand resources from providers, while others can utilize the
flexibility of cloud resources to dynamically meet peak de-
mand without having to over-provision in-house resources.
Since cloud platforms typically rely on virtualization, new
resources can be quickly and dynamically added within min-
utes. From a cloud computing service provider’s perspective,
server virtualization allows flexible multiplexing of resources
among customers without the need to dedicate physical re-
sources individually.

Current commercial solutions present cloud servers as iso-
lated entities with their own IP address space outside the
customer’s control. This separation of cloud and enterprise

resources increases software and configuration complexity
when deploying services, and can lead to security concerns
since enterprise customers must utilize IP addresses on the
public Internet for their cloud resources. Cloud platforms
leave the onus on the the customer to securely connect the
cloud and enterprise resources and manage firewall rules. A
more desirable architecture is for storage and compute re-
sources in the cloud to be seamlessly connected to an enter-
prise’s users and applications, acting as if they were secure,
local resources within the enterprise LAN.

In such a scenario, we envision that an enterprise’s IT ser-
vices will be spread across the corporation’s data center as
well as dynamically set-up cloud data centers. Enterprises
may choose to locate applications in provider cloud data cen-
ters for performance reasons, e.g., when the provider cloud is
more optimally placed between customer sites than the enter-
prise’ own data center, or it might utilize the provider cloud to
handle “overflows” from local servers during periods of peak
demands. Ideally, these cloud data centers could be located
anywhere in the world to take advantage of costs like energy,
infrastructure and labor, or workload metrics such as diurnal
usage patterns. Further, cloud data centers in certain geogra-
phies can be exploited to move data and applications closer
to end-users. These challenges increase when placement de-
cisions can change, requiring applications to be dynamically
moved between data centers in response to changing costs or
workloads.

As a consequence, quickly and transparently migrating
computing and storage from one data center to another
(whether in the enterprise or in the cloud) will be necessary to
break the boundaries between geographically separated data
centers. WAN migration changes the scale of provisioning
from managing servers on a rack to optimizing pools of re-
sources from multiple data centers. It also greatly simplifies
deployment into the cloud, allowing an enterprise to seam-
lessly move a live application from its own infrastructure into
a cloud data center without incurring any downtime. Unfor-
tunately, existing virtual machine migration techniques are
designed for the LAN, and are not sufficiently optimized to
perform well in low bandwidth, high latency settings that are
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typical in WAN environments. Research prototypes and com-
mercial products are only beginning to make WAN migration
feasible, and the requirements in terms of storage and net-
work configuration, as well as bandwidth and latency needs
still prevent it from being practical.

We propose a platform called CloudNet in order to achieve
the vision of securely connected enterprise and cloud sites
that support dynamic migration of resources. CloudNet uses
virtual private networks (VPNs) to provide secure commu-
nication channels and allow customers greater control over
network provisioning and configuration between their sites
and the cloud. CloudNet bridges the local networks of mul-
tiple data centers, making WAN-based cloud resources look
like local LAN resources and allowing LAN-based protocols
to seamlessly operate across these bridged WAN sites, albeit
with increased network delay. As a consequence, LAN-based
live virtual machine migration techniques [9] operate unmod-
ified over CloudNet, allowing VMs to be moved across WAN
sites. However, such a capability addresses only part of the
problem, as LAN-based live migration techniques perform
poorly in low-bandwidth high-latency WAN settings. To ad-
dress this key challenge, CloudNet incorporates a set of op-
timizations to significantly improve performance of VM mi-
gration in WAN environments. Further, while traditional live
migration methods assume a shared file system is available at
both sites, CloudNet allows VM migration across data cen-
ters with or without shared storage by also migrating disk
data when no shared storage is available. Our contributions
include:

1. The design and implementation of a cloud computing
platform that seamlessly connects resources at multiple
data center and enterprise sites.

2. A holistic view of WAN migration that handles persis-
tent storage, network connections, and memory state
with minimal downtime.

3. Optimizations that minimize the total migration time,
application downtime, and the volume of data trans-
ferred.

4. An extensive evaluation of how different application
types impact migration performance under a variety of
network conditions.

Our experiments using a set of realistic applications show
CloudNet’s optimizations decreasing memory migration and
pause time by 30 to 70% in typical link capacity scenarios.
We also evaluate application performance during migrations
to show that CloudNet’s optimizations reduce the window of
decreased performance as VM state is transferred compared
to existing techniques.

2 CloudNet Design Overview
In this section, we present some background and an overview
of the CloudNet design, along with the motivation for why
WAN migration is essential for managing resources across
data centers.
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Figure 1: Two VPCs isolate resources within the cloud sites
and securely link them to the enterprise networks.

2.1 Seamless, Secure Cloud Connections

Most cloud platforms allow cloud resources to have either
private IP addresses that confine them within the cloud, or
public IP addresses that allow them to be connected to the
enterprise, but also potentially expose them to malicious In-
ternet traffic. These cloud platforms rely on user configured
firewalls, such as Amazon EC2’s “security groups”, to ensure
that cloud and enterprise resources can be securely connected.
These approaches are inadequate for enterprise needs as no
effort is made to give the abstraction that cloud resources are
seamlessly connected to the enterprise’s existing infrastruc-
ture, and misconfiguration can easily leave resources unpro-
tected.

To address these transparency and security challenges,
CloudNet uses the notion of a Virtual Private Cloud (VPC)1.
A VPC is a combination of cloud computing resources with
a VPN infrastructure to give users the abstraction of a pri-
vate set of cloud resources that are transparently and securely
connected to their own infrastructure. Figure 1 shows a pair
of VPCs that span multiple cloud data centers, but present a
unified pool of resources to each enterprise.

Seamless network connections: CloudNet uses MPLS-
based VPNs to create the abstraction of a private network and
address space shared by all VPN endpoints, connecting re-
sources from different sites as if they were on a single net-
work. Since addresses are specific to a VPN, the cloud op-
erator can allow customers to use any IP address ranges that
they like without worrying about conflicts between cloud cus-
tomers. Another benefit of MPLS-based VPNs is that the
level of abstraction can be made even greater with Virtual
Private LAN Services (VPLS) that bridge multiple VPN end-
points onto a single LAN segment. This allows cloud re-
sources to appear indistinguishable from existing IT infras-
tructure already on the enterprise’s own LAN.

Secure any-to-any communication: VPNs are already
used by many large enterprises, and cloud sites can be eas-
ily added as new secure endpoints within these existing net-
works. VPCs use VPNs to provide secure communication
channels via the creation of “virtually dedicated” paths in the

1After proposing the virtual private cloud concept in [29], we have since
found it also used on a blog post encouraging the use of VPNs and cloud
computing [13], and it has subsequently been used for an Amazon product.
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provider network. This eliminates the need to configure com-
plex firewall rules between the cloud and the enterprise, as
all sites can be connected via a private network inaccessible
from the public Internet.

2.2 Resource Pools that Span Data Centers
As enterprises increase their reliance on cloud computing for
cheap and dynamic access to resources, it has become neces-
sary to manage and optimize resources across multiple data
centers. For instance, a single cloud provider may expose the
presence of different geographically-separate data centers—
e.g., as “availability regions” in EC2 [4]—enabling an enter-
prise to perform cross-geographic placement and optimiza-
tions. Similarly, an enterprise may lease resources from dif-
ferent cloud providers, each with their own data center, and
perform cross-data center optimizations to ensure availability
or to exploit dynamic prices. Today, jointly managing multi-
ple data centers across the Internet is difficult because the lack
of seamless connections between sites isolates resources, and
there are only limited mechanisms for moving resources be-
tween locations.

CloudNet’s VPC architecture simplifies cross-data center
management, since its use of VPNs enables independent re-
source pools at each cloud site to be grouped into a single
pool of resources transparently connected to the enterprise.
Resources at new cloud data centers can be easily mapped
into the VPC, and existing resources can be efficiently moved
between enterprise and data center sites. Further, application-
level considerations such as workloads or fault tolerance re-
quirements can be used to dynamically decide where to place
individual VMs.

2.3 Efficient WAN Migration
In order to dynamically manage and optimize resources
across multiple data centers, an enterprise must have the abil-
ity to efficiently perform live migration of applications (and
their data) across data centers. Several virtualization plat-
forms support efficient migration of VMs within a local net-
work [9, 20]. By virtue of presenting WAN resources as LAN
resources, CloudNet’s VPC abstraction allows these live mi-
gration mechanisms to function unmodified across data cen-
ters separated by a WAN. However, the lower bandwidth and
higher latencies over WAN links result in poor performance,
as we show in Section 3.3. In fact, VMWare’s recently an-
nounced support for WAN VM migration between nearby
data centers requires at least 622 Mbps of bandwidth dedi-
cated to the transfer, and is designed for links with less than
5 msec latency [3]. Despite being interconnected using “fat”
gigabit pipes, data centers will typically be unable to ded-
icate such high bandwidth for a single application transfer,
plus enterprises will want the ability to migrate a group of
related VMs concurrently. Further, current live VM migra-
tion techniques assume the presence of a shared file system,
which enables them to migrate only memory state and avoid
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Figure 2: The phases of a migration for non-shared disk,
memory, and the network in CloudNet.

moving disk state. A shared file system may not always be
available across a WAN or the performance of the application
may suffer if it has to perform I/O over a WAN. Therefore,
WAN migration techniques must be able to optionally mi-
grate an application’s disk state, in addition to migrating its
memory state. Current LAN-based live migration techniques
must be optimized for WAN environments before enterprises
can fully exploit their benefits for cross data-center resource
management, and this is the primary focus of this paper.

3 WAN Migration in CloudNet

Consider an organization which desires to move one or more
applications (and possibly their data) from Data Center A
to Data Center B. Each application is assumed to be run in
a VM, and we wish to live migrate those virtual machines
across the WAN.

CloudNet uses these steps to live migrate each VM:
Step 1: Establish layer-2 connectivity between data centers,
if needed.
Step 2: If storage is not shared, transfer the application’s disk
state.
Step 3: Transfer the memory state of the application to a
server in Data Center B, as it continues running without in-
terruption.
Step 4: Once the disk and memory state have been trans-
ferred, briefly pause the application for the final transition of
memory and processor state to Data Center B. This process
must also maintain any active network connections between
the application and its clients.

While these steps, illustrated in Figure 2, are well under-
stood in LAN environments, migration over the WAN poses
new challenges. The constraints on bandwidth and the high
latency found in WAN links makes steps 2 and 3 more dif-
ficult since they involve large data transfers. The IP address
space in step 4 would typically be different when the VM
moves between routers at different sites, making it difficult or
impossible to seamlessly transfer active network connections.
CloudNet avoids this problem by using VPLS VPN technol-
ogy in step 1, and utilize a set of migration optimizations to
improve performance in the other steps.
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3.1 VPLS-Driven Migration
Bridging sites A and B with a layer-2 connection simplifies
network reconfiguration during a migration because it pro-
vides the abstraction of a single LAN across Data Centers A
and B. While there are several technologies available to cre-
ate such connections, CloudNet uses VPLS based VPNs since
these are already commonly used by enterprises. In many
cases, Data Center B will already be a part of the customer’s
virtual private cloud, because other VMs owned by the enter-
prise are already running there. However, if this is the first
VM being moved to the site, then a new VPLS endpoint must
be created to extend the VPC into the new data center.

Creating a new VPLS endpoint involves configuration
changes on the data center router in question. This is a pro-
cess that can be readily automated via configuration inter-
faces on modern routers [2, 1]. Group membership in VPLS
VPN is typically determined during this configuration phase.
However, to facilitate more dynamic group changes, Cloud-
Net uses a centralized VPN Controller to adjust which VPLS
endpoints are grouped together to form each virtual private
cloud. The VPN Controller maintains a ruleset indicating
which endpoints should have connectivity; as all route con-
trol messages pass through the VPN Controller, it is able to
control how the tunnels forming each VPLS are created. This
ensures that each customer’s resources are isolated within
their own VPLS networks, providing CloudNet’s virtual pri-
vate cloud abstraction.

Maintaining Network Connections: Once disk and
memory state have been migrated (as discussed in the sub-
sequent sections), CloudNet must ensure that active network
connections are redirected to Data Center B. In LAN migra-
tion, this is achieved by having the destination host transmit
an unsolicited ARP message that causes the local switch to
adjust the mapping for the VM’s MAC address to its new
switch port [9]. Over a WAN, this is not normally a feasi-
ble solution because the source and destination are not con-
nected to the same switch. Fortunately, CloudNet’s use of
VPLS bridges the VLANs at data centers A and B, causing
the ARP message to be forwarded over the Internet to update
the switch mappings at both sites. This allows open network
connections to be seamlessly redirected to the VM’s new lo-
cation.

3.2 Disk State Migration
LAN based live migration assumes a shared file system for
VM disks, eliminating the need to migrate disk state between
hosts. As this may not be true in a WAN environment, Cloud-
Net supports either shared disk state or a replicated system
that allows storage to be migrated with the VM. If the enter-
prise has access to a global SAN, then WAN migration can
be achieved by simply granting the VM secure access to the
SAN from both data centers.

Otherwise, we have a “shared nothing” architecture where
VM storage must be migrated along with the VM memory
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Figure 3: Low bandwidth Internet links can significantly in-
crease the time required to migrate virtual machines.

state. CloudNet uses a disk replication system that migrates
storage similar to how memory is transferred during a VM
migration. Once a VM migration has been planned, the repli-
cation system must copy the VM’s disk to the remote host,
and must continue to synchronize the remote disk with any
subsequent writes made at the primary. In order to reduce the
performance impact of this synchronization, CloudNet uses
asynchronous replication during this stage. Once the remote
disk has been brought to a consistent state, CloudNet switches
to a synchronous replication scheme and the live migration
of the VM’s memory state is initiated. During the VM mi-
gration, disk updates are synchronously propagated to the re-
mote disk to ensure consistency when the memory migration
finishes and the VM becomes live on the remote host. When
the migration completes, the new host’s disk becomes the pri-
mary node in the replication scheme, and the origin’s disk is
disabled.

3.3 Transferring Memory State

Most VM migration techniques use a “pre-copy” mechanism
to iteratively copy the memory contents of a live VM to the
destination machine, with only the modified pages being sent
during each iteration [9, 20]. At a certain point, the VM is
paused to copy the final memory state. WAN migration can
be accomplished by similar means, but the decreased band-
width can lead to decreased performance–particularly much
higher VM down times–since the final iteration where the
VM is paused can last much longer. CloudNet augments the
existing migration code from the Xen virtualization platform
with a set of optimizations that improve performance, as de-
scribed in Section 4.

The amount of time required to transfer a VM’s memory
depends on its RAM allocation, working set size and write
rate, and available bandwidth. These factors impact both the
total time of the migration, and the application experienced
downtime caused by pausing the VM during the final itera-
tion. In a WAN migration, it is desirable to minimize both of
these times and the bandwidth costs for transferring data.

As bandwidth decreases, the total time and pause time in-
curred by a migration can rise dramatically. Figure 3 shows
the pause time of VMs running several different applications
as the available bandwidth is varied (assumes shared storage
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Figure 4: The number of pages to be sent initially decreases,
but soon levels off. Intelligently deciding when to stop a
migration eliminates wasteful transfers and can lower pause
time.

and a constant 10 msec round trip latency). Note that perfor-
mance decreases non-linearly; migrating a VM running the
specJBB benchmark on a gigabit link incurs a pause time of
0.04 seconds, but rises to 7.7 seconds on a 100 Mbps connec-
tion. This nearly 200X increase is unacceptable for most ap-
plications, and happens because a migration across a slower
link causes each iteration to last longer, increasing the chance
that additional pages will be modified and thus need to be
resent, particularly during the final iteration. This result illus-
trates the importance of optimizing VM migration algorithms
to better handle low bandwidth connections.

4 Optimizing WAN Migration

In this section we propose a set of optimizations to improve
the performance of migration over the WAN.

4.1 Smart Stop and Copy

The default Xen migration algorithm will iterate until either a
very small number of pages remain to be sent, it has already
sent more than three times the VM’s total memory, or a limit
of 30 iterations is reached. At that point, the VM is paused,
and all remaininag pages are sent. In practice, for VMs with
even a moderate memory dirty rate, the 30 iteration limit de-
termines when a migration finishes. However, our results in-
dicate that this tends to cause the migration algorithm to run
through many unnecessary iterations, increasing both the to-
tal time for the migration and the amount of data transferred.

Figure 4 shows the number of pages remaining to be sent
at the end of each iteration during a migration of a VM run-
ning a kernel compilation over a link with 622 Mbps band-
width and 5 msec latency. After the fourth iteration there is
no significant drop in the number of pages remaining to be
sent at the end of each iteration. This indicates that (i) a large
number of iterations only extends the total migration time and
increases the total data transferred, and (ii) the migration al-
gorithm could intelligently pick when to stop iterating in or-
der to decrease both total and pause time. For the migration
shown, picking the optimal point to stop the migration would
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Figure 6: CloudNet maintains a cache within the VM and
storage migration systems at each site to eliminate the transfer
of redundant data.

reduce pause time by 40% compared to the worst stopping
point.

CloudNet uses a Smart Stop and Copy optimization to re-
duce the number of unnecessary iterations and to pick a stop-
ping point that minimizes pause time. We propose a heuristic
that tracks the number of pages remaining to be sent over a
short history to find a local minimum for expected pause time.
When the migration begins, the VM is run through several it-
erations, recording the number of pages remaining to be sent
into a sliding history buffer. After the history window has
been filled, if the current number of pages remaining to be
sent at the end of an iteration is lower than any previous entry
in the history, then the VM is paused and the final iteration
is begun. We have found that this greedy approach works
well in practice, and use a window size of 5 iterations. Smart
Stop could perform poorly if there is an increasing trend in re-
maining pages; if this is detected, the migration is terminated
early.

4.2 Content Based Redundancy
Content based redundancy (CBR) elimination techniques
have been used previously to save bandwidth between net-
work routers [5], and we use a similar approach to eliminate
the redundant data while transferring VM memory and disk
state. Disks can have large amounts of redundant data caused
by either empty blocks or similar files. Likewise, it has been
shown in previous virtualization research that pairs of VMs
often have identical pages in memory [28, 18], however, even
within a single system there is often redundant pages or por-
tions of pages.

Previous approaches for eliminating network redundancy
use sliding window hashes called Rabin fingerprints to find
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redundant strings of data within a packet [5, 24]. Cloud-
Net can support either Rabin fingerprints, or a simpler, block
based approach that detects identical, fixed size regions in ei-
ther a memory page or disk block.

The block based CBR approach splits each memory page
or disk block into a fixed number of blocks and generates
hashes based on their content. If a hash matches an entry in
caches maintained at the source and destination hosts, then a
block with the same contents was sent previously. The mi-
gration algorithm can then simply send a 32bit index to the
cache entry instead of the full block (4KB for a full disk or
memory page).

Dividing a memory or disk page into smaller blocks allows
redundant data to be found with finer granularity. Figure 5
shows the amount of memory redundancy found in several
applications during migrations over a 100 Mbps link as the
number of blocks per page was varied. Increasing the number
of blocks raises the level of redundancy that is found, but it
can incur greater overhead since each block requires a hash
table lookup.

Figure 6 illustrates CloudNet’s CBR system. While we
have chosen to place the CBR caches within the Xen migra-
tion code and storage synchronization systems individually,
it would be possible to use redundancy elimination within
the network routers between sites [5]. We make our modi-
fications within the Xen migration code because it requires
no extra support from the network infrastructure, simplifies
maintaining cache consistency, and we believe our optimiza-
tion code will be a valuable contribution back to the Xen com-
munity.

Our block based approach can only find matching content
if it occurs at the same offset within a block, but our evalu-
ation in Section 6.6 indicates that it finds a similar level of
redundancy to the more flexible Rabin based approach, and
the fixed size blocks are much simpler to integrate into the
Xen migration code.

4.3 Using Page Deltas
After the first iteration, most of the pages transferred are
pages which have been sent previously, but have since been
modified. Since an application may be modifying only por-
tions of pages, another approach to reduce the bandwidth con-
sumed during migration is to keep a cache of previously trans-
mitted pages, and then only send the difference between the
cached and current page if it is retransmitted. This technique
has been demonstrated in the Remus disaster recovery sys-
tem to reduce the bandwidth required for VM synchroniza-
tion [10].

We have modified the Xen migration code so that if a page,
or sub page block, does not match an entry in the cache using
the CBR technique described previously, then the page ad-
dress is used as a secondary index into the cache. If the page
was sent previously, then the difference between the current
version and the stored version of the page is calculated, and
only the delta is sent.
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Figure 7: During a kernel compile, most pages only experi-
ence very small modifications. TPC-W has some pages with
small modifications, but other pages are almost completely
changed.

Figure 7 shows histograms of delta sizes calculated during
migrations of two different applications. A smaller delta is
better since it means less data needs to be sent; both applica-
tions have a large number of pages with only small modifica-
tions, but TPC-W also has a collection of pages that have been
completely modified. This result suggests that page deltas can
reduce the amount of data to be transferred by sending only
the small updates, but that care must be taken to avoid sending
deltas of pages which have been heavily modified.

5 CloudNet Implementation

We have implemented a prototype of CloudNet that uses three
key building blocks: (i) the Xen virtualization platform, (ii)
the DRBD storage replication protocol, and (iii) a commer-
cial router-based VPLS/ layer-2 VPN impelmentation. Our
CloudNet prototype assumes that each data center runs the
Xen virtualization platform on its servers and runs applica-
tions inside Xen virtual machines. Application data is as-
sumed to be either stored on a SAN (in which case, it is as-
sumed to be accessible across data centers and not migrated)
or stored on disks that are local to each data center (in which
case it must be migrated along with an application). In the
latter case, we use the DRBD storage replication software to
migrate data from one data center to another. Last, we as-
sume that each data center employs routers that provide layer-
2 VPN support with VPLS; our current prototype relies on
Juniper’s commercial implementation of VPLS.

5.1 VPLS Router Reconfiguration

CloudNet must be able to dynamically manipulate the routers
at each data center site in order to create VPN endpoints. To
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do this, we use Juniper routers that have a remote API that can
be used to programatically adjust the router configuration.

5.2 Storage Migration with DRBD

DRBD is a storage migration system that was recently inte-
grated into the main line linux kernel [11]. CloudNet employs
DRBD to migrate disk state of an application between data
centers. The migration proceeds in two steps. First, a blank
disk is created at the target. CloudNet then uses DRBD’s
asynchronous mode to perform an iterative pre-copy, trans-
mitting all disk blocks to the destination and updating any
subsequently modified blocks. Once the disks are synchro-
nized, DRBD is switched to synchronous mode and initiates
the memory state migration. This keeps both disks in sync
by synchronously propagating all writes to both disks while
Xen’s memory state is migrated. Finally, DRBD is switched
to dual primary mode during the switchover, allowing the VM
to write to the disk at the destination host once the migration
is complete. At this point, the source disk can be discon-
nected and its data deleted if appropriate.

Disk transfers can contain large amounts of redundant
data. Our redundancy elimination code is not yet fully in-
tegrated with the DRBD synchronization protocol, however,
we are able to evaluate the potential benefit of this optimiza-
tion by analyzing disk images with an offline CBR elimina-
tion tool.

5.3 Memory Optimizations

CloudNet extends Xen’s live migration code as follows.
Smart Stop & Copy: We have adjusted the migration

code to use Xen’s dirty bitmap to calculate the number of
pages remaining to be sent at the end of each iteration.
This data is used to decide if the migration should continue
through another iteration, or if it should be ended early. This
change comprises only a few dozen lines added to Xen’s mi-
gration code.

Content Based Redundancy: CloudNet adds a content
indexed cache that is checked before sending each page or
portion of a page. A fingerprint of the page’s content is gen-
erated using the Super Fast Hash Algorithm and used as an
index into a 100MB FIFO based cache. If the fingerprint is
found in the cache, the cached and actual pages are compared
to ensure the match was not caused by a hash collision. If
all bytes match, then only the index into the cache is sent to
the destination host. Otherwise, the full page is sent, and the
page and fingerprint are added to the cache.

Alternatively, CloudNet can use a Rabin Fingerprint based
redundancy elimination algorithm. This approach generates
a set of fingerprints across the memory page which can be
used to find arbitrary length strings of redundant data as de-
scribed in [5]. However, in our current implementation, the
block based CBR approach described previously incurs less
overhead, so we use it for our experiments.

Page Deltas: To use page deltas, a second index into the
page cache is created based on the page address. If the sender
finds the page in the cache based on its address, then the cur-
rent and cached pages are XOR’d to find the different bits.
The XOR’d page is then run length encoded (RLE). Since the
RLE algorithm can potentially increase the size of the data
sent if a page has been significantly modified, only pages with
a RLE size less than a threshold are sent in their compressed
form.

Migration Signaling: CloudNet uses a per-page meta
packet that indicates to the receiver whether the full page,
a cache index, or an index plus a page delta is going to be
sent. The meta packet contains a 32 bit cache index and a 16
bit delta length. A negative index indicates the page missed
both caches and will be sent in full after the meta data; the
value of the index is used by the destination host to know
where to add the new page to its cache. This ensures that
the caches maintained at the migration source and destination
remain synchronized.

A positive index means the page can be found in the cache.
If the delta length is zero, then it was a perfect CBR match,
otherwise the receiver will wait to receive the run length en-
coded page delta and apply it to the cached page before copy-
ing it into the new VM’s memory. If CBR is used at sub-page
granularity, then one meta data block is generated per sub-
page, but they can be aggregated and sent for each page to
reduce the number of small transmissions.

6 Evaluation

Our evaluation explores the impact of network conditions on
migration performance, and evaluates the benefits of each of
our optimizations. We then compare the shared and repli-
cated storage techniques. Finally, we study the performance
of multiple simultaneous migrations between our real data
center sites.

6.1 Evaluation Platform

6.1.1 Testbed Setup

We have evaluated our techniques both within a local testbed
using a network emulator to mimic a WAN environment, and
between two data center sites, spread across the United States,
and interconnected via an operational network.

Local Testbed: Our local testbed consists of a pair of
Sun servers with dual quad-core Xeon CPUs and 32GB of
RAM. Each server is connected to a Juniper M7i router, and
VPLS connectivity is established between the two routers.
The routers are connected through gigabit ethernet to a Pack-
etSphere Network Emulator capable of adjusting the band-
width, latency, and packet loss experienced on the link. This
testbed allows us to explore VM migration over a variety of
network conditions.
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Data Center Prototype: We have also deployed Cloud-
Net across two data centers in Illinois and Texas. Our proto-
type is run on top of the ShadowNet infrastructure which is
used by CloudNet to configure a set of logical routers located
at each site [8]. The servers and routers have the same spec-
ifications as those on the local testbed, but we have access
to two servers at each site. Network characteristics between
sites are variable since the data centers are connected over the
WAN; we measured an average round trip latency of 27 msec
and a throughput of 464 Mbps between the sites.

6.1.2 Applications and Workloads

Our evaluation studies three types of business applications.
We run each application within a Xen VM granted 1GB of
RAM, and allow each application to warm up for at least
twenty minutes before performing a migration.

SPECjbb 2005 is a java server benchmark that emulates
a client/server business application [23]. The majority of the
computation performed is for the business logic performed
at the application’s middle tier. SPECjbb maintains all ap-
plication data in memory and only minimal disk activity is
performed during the benchmark.

Kernel Compile represents a development workload. We
compile the Linux 2.6.31 kernel along with all modules. This
workload involves moderate disk reads and writes, and mem-
ory is mainly used by the page cache. In our simultaneous mi-
gration experiment we run a compilation cluster using distcc
to distribute compilation activities across several VMs that
are all migrated together.

TPC-W is a web benchmark that emulates an Ama-
zon.com like retail site [26]. We run TPC-W in a two tier
setup using Tomcat 5.5 and MySQL 5.0.45. Both tiers are
run within a single VM. Additional servers are used to run
the client workload generators, emulating 600 simultaneous
users accessing the site using the “shopping” workload that
performs a mix of read and write operations. The TPC-W
benchmark allows us to analyze the client perceived applica-
tion performance during the migration, as well as verify that
active TCP sessions do not reset during the migration.

6.2 Migration in CloudNet
This section discusses the benefits provided by our optimiza-
tions. We first analyze migration performance using VMs al-
located 1GB of RAM running each of our three applications.
To focus on memory migrations in low bandwidth scenarios,
we create the VMs on a shared storage device and configure
the network emulator to mimic a 100 Mbps link with 20 msec
round trip delay; this represents a reasonable expectation of
the network capacity available to a single application in a well
provisioned data center.

Figure 8 shows each of CloudNet’s optimizations enabled
individually and in combination. We report the average im-
provement in total time, pause time, and data transferred over
four repeated migrations for each optimization. Overall, the

Data Tx (GB) Tot Time (s) Pause Time (s)
TPC-W 1.5 0.9 135 78 3.7 2.3
Kernel 1.5 1.1 133 101 5.9 3.5
SPECjbb 1.2 0.4 112 35 7.8 6.5

Table 1: Data transferred, total time, and pause time during
migrations, with and without optimizations, over a 100Mbps
link with shared storage.

combination of all optimizations provides a 30 to 70 percent
reduction in the amount of data transferred and total migra-
tion time for each of the applications tested. For the kernel
compile and TPC-W, the combination of optimizations also
provides a reduction in VM pause time (Figure 8(a) and (b)).
Table 1 lists the absolute performance of migrations with the
default Xen code and with CloudNet’s optimizations.

We discuss the benefits of each optimization individually
in the following sections.

6.2.1 Smart Stop & Copy

CloudNet’s Smart Stop optimization reduces the data trans-
ferred and total time in Kernel Compile and TPC-W by over
20%, but has a smaller impact on SPECjbb (Figure 8). To
understand the difference in behavior of these applications,
Figure 9 shows the total number of pages sent in each iter-
ation, as well as how much of the data is final–meaning it
does not need to be retransmitted in a later iteration–during
the TPC-W and SPECjbb migrations. After the second itera-
tion, TPC-W sends over 20MB per iteration, but only a small
fraction of the total data sent is final–the rest is resent in later
iterations when pages are modified again. Smart Stop elimi-
nates these long and unnecessary iterations to reduce the total
data sent and migration time.

The SPECjbb benchmark has a different memory behavior
which limits the benefit of the Smart Stop optimization. The
migration sends less than 5MB per iteration because SPECjbb
has a relatively small working set which it very rapidly mod-
ifies. The Xen migration algorithm detects that these pages
are being modified in consecutive iterations and delays send-
ing them as it predicts that they will need to be retransmitted
later. Since SPECjbb defers most of its sends until the final
iteration, the Smart Stop optimization provides only a minor
improvement when it eliminates the intermediate rounds.

The Smart Stop optimization can reduce the pause time of
the kernel compile by over 30% (Figure 8(a)). This is be-
cause the kernel compile exhibits a high variance in the rate
at which memory is modified (Figure 4). The Smart Stop
algorithm is thus able to pick a more intelligent iteration to
conclude the migration at, minimizing the pause time since
less data needs to be sent in the final iteration.

These results indicate that the large number of iterations
used in the default Xen migration code is unnecessary and
inefficient if bandwidth is limited. Smart Stop reduces total
migration time by using fewer iterations and can reduce the
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Figure 8: CloudNet’s optimizations substantially reduce data sent, and lower both the total and pause time during migrations.
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Figure 9: Smart Stop reduces the iterations in a migration,
significantly lowering the number of “useless” page transfers
that end up needing to be retransmitted in the default case.
SPECjbb sends less data per iteration, reducing the benefit of
Smart Stop.

application experienced downtime by choosing an intelligent
time to pause.

6.2.2 Redundancy Elimination

The Content Based Redundancy optimization provides bene-
fits to all of the tested applications by eliminating the redun-
dant data during memory transfer. However, the applications
have different levels and types of redundant memory. Fig-
ure 10 shows the redundancy found in each application when

Redundant Memory

Zeroes

  0  10   20   30   40   50   60   70

Non-0 Duplicates

TPC-W

K-Compile

SPECjbb

Figure 10: Each application has different types of redun-
dancy.

dividing each memory page into four 1KB blocks. SPECjbb
exhibits the largest level of redundancy; however, the major-
ity of the redundant data is from zero pages. In contrast, Ker-
nel has about 13% redundancy, of which less than half is zero
pages.

The CBR optimization eliminates this redundancy, pro-
viding substantial reductions in the total data transferred and
migration time (Figure 8). Since CBR can eliminate redun-
dancy in portions of a page, it also can significantly lower the
pause time since pages sent in the final iteration often have
only small modifications, allowing the remainder of the page
to match the CBR cache. This particularly helps the kernel
compile and TPC-W migrations which see a 40 and 26 per-
cent reduction in pause time respectively. SPECjbb does not
see a large pause time reduction because most of the redun-
dancy in its memory is in unused zero pages which are almost
all transferred during the migration’s first iteration.

CloudNet’s Content Based Redundancy optimization im-
proves overall performance by eliminating redundant data
transfers. This reduces total time and can also reduce pause
time if the pages sent in the final iteration have similar content
to previous iterations.

6.2.3 Page Deltas

In Figure 8, the use of Page Deltas provides a smaller im-
provement compared to the other optimizations because the
address based cache can only be used from the second itera-
tion onwards. The first iteration makes up a large portion of
the total data transferred since during this iteration the ma-
jority of a VM’s memory–containing less frequently touched
pages–is transferred.

Table 2 shows the amount of memory data transferred dur-
ing the first and remaining iterations during migrations of
each application. All applications transfer at least 877 MB
of data during the first iteration when the cache cannot be
used. During iterations 2 to 30, the Page Delta optimization
significantly reduces the amount of data that needs to be sent.
For example, TPC-W sees a reduction from 487 MB to 315
MB, a 36 percent improvement.

Currently, the Page Delta optimization does not reduce mi-
gration time as much as it reduces data transferred due to in-
efficiencies in the code. With further optimization, the Page
Delta technique could provide both bandwidth and time re-
ductions.
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Figure 11: Decreased bandwidth has a large impact on migration time, however, CloudNet’s optimizations reduce the data
transferred, lowering total and pause time.

Data Transfer (MB) Page Delta
Iter 1 Iters 2-30 Savings (MB)

TPC-W 954 315 172
Kernel 877 394 187
SPECjbb 932 163 127

Table 2: The Page Delta optimization cannot be used during
the first iteration, but it provides substantial savings during
the remaining rounds.

Results Summary: The combination of all optimizations
improves the migration performance more than any single
technique. While the Page Delta technique only comes into
effect after the first iteration, it can provide significant reduc-
tions in the amount of data sent during the remainder of the
migration. The CBR based approach, however, can substan-
tially reduce the time of the first iteration during which many
empty or mostly empty pages are transferred. Finally, the
Smart Stop optimization limits the number of useless itera-
tions and combines with both the CBR and Page delta tech-
niques to minimize the pause time during the final iteration.

6.3 Impact of Network Conditions

We next use the network emulator to evaluate the impact of
latency and bandwidth on migration performance.

6.3.1 Bandwidth

Many data centers are now connected by gigabit links, how-
ever, this is shared by thousands of servers, so the bandwidth
that can be dedicated to the migration of a single application
is much lower. In this experiment we use a network emulator
to evaluate the impact of bandwidth on migrations when us-
ing a shared storage system. We vary the link bandwidth from
50 to 1000 Mbps, and maintain a constant 10 msec round trip
delay between sites.

Figure 11 compares the performance of default Xen to
CloudNet’s optimized migration system. Decreased band-
width lowers performance for both applications, but our op-
timizations provide significant benefits, particularly in low
bandwidth scenarios.

CloudNet’s optimizations reduce the amount of data that
needs to be transferred during the migration because of both
caching and the lower number of iterations. As bandwidth
decreases, TPC-W sends a steady amount of data in Cloud-
Net. In contrast, SpecJBB’s data transfer increases because
its memory writes are restricted to a relatively small por-
tion of memory that is repeatedly dirtied. As bandwidth de-
creases, a larger portion of the SPECjbb working set is dirtied
before being sent, causing the migration algorithm to refrain
from sending those pages until the final iteration. In both
cases, CloudNet’s optimizations still provide substantial re-
ductions in the amount of data sent.
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Figure 12: Increased latency has only a minor impact on CloudNet migration performance.

CloudNet’s code presently does not operate at linespeed
when the transfer rate is very high (e.g. about 1Gbps or higher
per VM transfer). Thus in high bandwidth scenarios, Cloud-
Net provides reductions in data transferred, but does not sig-
nificantly affect the total or pause time compared to default
Xen. We expect that further optimizing the CloudNet code
will improve performance in these areas, allowing the opti-
mizations to benefit even LAN migrations.

6.3.2 Latency

Latency between distant data centers is inevitable due to
speed of light delays. This experiment tests how latency im-
pacts migration performance as we adjust the latency intro-
duced by the network emulator over a 100Mbps link. We
vary the delay in each direction from 5 to 80msec. The default
TCP settings installed with Linux perform very poorly under
high latency; we have adjusted the TCP settings by switching
to the “scalable” control algorithm [19], and increasing the
maximum send and receive buffer sizes to 32 MB.

Even with optimized TCP settings, the slow start in TCP
causes performance to decrease as latency rises. CloudNet’s
optimizations still provide a consistent improvement regard-
less of link latency. Although our optimizations increase the
number of small packets sent as meta data during a migration,
CloudNet does not require any additional application level ac-
knowledgements which would cause performance to suffer as
latency rises.

Results Summary: CloudNet’s optimized migrations per-
form well even in low bandwidth (50 to 100Mbps) and high
latency scenarios, requiring substantially less data to be trans-
ferred and reducing migration times compared to default Xen.
In contrast to commercial products that require 622 Mbps per
VM transfer, our optimizations enable efficient VM migra-
tions in much lower bandwidth and higher latency scenarios.

6.4 Storage Migration

This section evaluates how the different storage synchroniza-
tion techniques impact application performance, as well as
optimizations for migrating disk state.

6.4.1 Application Performance

CloudNet seeks to minimize the total migration time both to
increase the flexibility with which migration decisions can be
made and to decrease the period of time where VM perfor-
mance is decreased by migration overheads. This experiment
studies application performance when migrating VMs with
storage over a low bandwidth link.

We migrate a VM running the TPC-W application and
configure the network to 100 Mbps with a 20 msec roundtrip
latency. When the migration is initially scheduled, the DRBD
subsystem begins the initial bulk transfer of the VM’s disk
using asynchronous replication. To prevent the disk transfer
from impacting application performance, the synchronization
rate is limited to 4MB per second, resulting in a storage mi-
gration period of 39 minutes to transfer the VM’s 10GB disk.

Figure 13(a) shows how the response time of the TPC-W
application is affected during the final two minutes of the stor-
age transfer and during the subsequent memory migration.
The response time includes the queuing and processing time
within the TPC-W VM, but does not include the WAN latency
to and from the client. During the disk transfer period, the
asynchronous replication imposes only a modest overhead;
average response time is 31 msec compared to 20 msec in the
non-replicated case.

During the migration itself, response time increases to 86
msec, 4.25 times the response time during ordinary opera-
tion. This is in part due to the switch to synchronous repli-
cation, but also because of the additional memory overhead
caused by the Xen migration code’s use of shadow page ta-
bles to detect which pages need to be resent. While both de-
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Mem TX (MB) Time (s) Paused (s)
Xen 13,308 245 6.1
CloudNet 4,155 87 3.1

Table 3: CloudNet significantly reduces the cost of running
four simultaneous migrations because its optimizations re-
duce the amount of memory data that needs to be sent.

fault Xen and CloudNet migrations suffer this performance
penalty, CloudNet’s optimizations reduce the window of de-
creased performance from 176 to 99 seconds. After Cloud-
Net’s full storage and memory migration completes at 40.9
minutes, the disk replication is completely disabled, bringing
the response time back to the original 20 msec.

6.4.2 Storage Migration Optimizations

Storage migration can be the dominant cost during a migra-
tion. The DRBD replication system used by CloudNet al-
ready performs some optimizations during the migration by
only sending deltas of blocks that are updated, and by not
sending blocks that are completely empty. This means that
while the TPC-W application in the previous experiment was
allocated a 10GB disk, only 6.6GB of data is transferred dur-
ing the migration.

The amount of storage data sent during a migration can
be further reduced by employing redundancy elimination on
the disk blocks being transferred. The table in Figure 13(b)
shows the benefits of eliminating empty blocks from the stor-
age migration, as well as applying the CBR optimization with
different cache sizes. We find that even a small 100MB cache
increases the savings from redundancy elimination to 5.1GB,
and the use of a 1GB cache provides a further 1.3GB in data
transfer savings.

6.5 Simultaneous Migrations between Data
Centers

While our optimizations are targeted at low bandwidth sce-
narios, they still provide benefits during data center to data
center migrations by (i) reducing the data transferred (lower-
ing bandwidth costs) and (ii) allowing multiple migrations to
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Figure 14: CloudNet’s block based redundancy elimination
performs similarly to a Rabin fingerprint based technique.

occur simultaneously.
In this experiment, we demonstrate a migration of a small

cluster of four VMs running a distributed kernel compilation
from the CloudNet data center in Texas to the data center in
Illinois. The total bandwidth available between the two sites
is 465Mbps with a 27 msec round trip latency. Each of the
VMs has a 10GB disk (of which 6GB is in use) and is allo-
cated 1.7GB of RAM, similar to a “small” VM instance on
Amazon EC22.

We use CloudNet’s DRBD storage system to simultane-
ously migrate the storage of all VMs, transferring a total of
24.1 GB of data after DRBD skips the empty disk blocks.
The disk transfers takes a total of 36 minutes. We then run
the VM memory migrations using the default Xen code, in-
curring an additional 245 second delay as the four VMs are
transferred. Next, we repeat this experiment using Cloud-
Net’s optimized VM migration code, which reduces the mem-
ory migration time to only 87 seconds, and halves the pause
time from 6.1 to 3.1 seconds. Table 3 compares the perfor-
mance of the memory migration in each case, showing that
CloudNet reduces the data transferred during the memory mi-
grations from 13GB to 4GB. If the disk based CBR optimiza-
tions were also used, the total data transferred to move all
four VMs, including their storage and memory data, would
fall from 37.3GB in the default Xen case to 16.1GB when
using CloudNet’s optimizations.

2Small EC2 instances have a single CPU, 1.7GB RAM, a 10GB root disk,
plus an additional 150GB disk. Transferring this larger disk would increase
the storage migration time proportionally.
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Results Summary: CloudNet’s optimizations reduce
pause time by a factor of 2, and lower memory migration
time–when application performance is impacted most–by
nearly 3X. The combination of eliminating redundant mem-
ory state and disk blocks can reduce the total data transferred
during the migration by over 57%, saving 20GB worth of
bandwidth costs.

6.6 Comparison to Rabin Fingerprints
While all our results thus far have used the block-based CBR
technique, CloudNet also supports Rabin fingerprints. To
compare these approaches, we record a trace of all the mem-
ory pages sent during a migration of our TPC-W virtual ma-
chine, without any of our optimizations, over a 100Mbps link
with 10 msec latency. We then analyze this trace offline to
compare the amount of redundancy detected with CloudNet’s
block based CBR to the Rabin fingerprint based approach im-
plemented as described in [5].

Both approaches have a parameter which affects the gran-
ularity at which redundancy is found: the number of blocks
that a page is divided into in the block based approach, and
the number of fingerprints stored per page when using Ra-
bin fingerprints. Figure 14 shows how redundancy detection
changes as we vary the size of blocks in CloudNet or the num-
ber of Rabin fingerprints stored per page. Both approaches
perform similarly at four fingerprints per page, the parameter
used in our experiments. However, the Rabin approach scales
better when using a larger number of fingerprints because
it can find redundancy at arbitrary offsets within a memory
page.

An effective redundancy elimination technique must both
find a large amount of redundant data and incur only a small
processing overhead. Our block based tool takes 7.3 seconds
to parse the 1.5GB memory trace. Our Rabin tool takes 119
seconds to analyze the same trace. However, we believe this
is partly due to inefficiencies in the Rabin library used [21];
CloudNet’s architecture can easily be transitioned to use the
Rabin based redundancy elimination once the implementa-
tion has been optimized.

7 Related Work
Cloud Computing: Armbrust et al provide a thorough
overview of the challenges and opportunities in cloud com-
puting [6]. There are several types of cloud computing plat-
forms, but we focus on Infrastructure as a Service (IaaS) plat-
forms which rent virtual machine and storage resource to cus-
tomers. Microsoft Azure, VMware vCloud, and the Amazon
Elastic Compute Cloud are some of the IaaS platforms from
major vendors.

Private Clouds & Virtual Networks: The VIOLIN and
Virtuoso projects use overlay networks to create private
groups of VMs across multiple grid computing sites [22, 25].
VIOLIN also supports simultaneous WAN migrations over

well provisioned links, but does not have a mechanism for
migrating disk state. Overlay network approaches require ad-
ditional software to be run on each host to create network
tunnels. CloudNet places this responsibility on the routers
at each site, reducing the configuration required on each end
host.

We initially proposed our vision for Virtual Private Clouds
in [29]. Subsequently, Amazon EC2 launched a new ser-
vice also called “Virtual Private Clouds” which similarly uses
VPNs to securely link enterprise and cloud resources. How-
ever, Amazon uses IPSec based VPNs that operate at layer-
3 by creating software tunnels between end hosts or IPSec
routers. In contrast, CloudNet focuses on VPNs provided by
a network operator. Network based VPNs are typically re-
alized and enabled by multiprotocol label switching (MPLS)
provider networks, following the “hoses model” [12] and are
commonly used by enterprises. Provider based VPNs can
provide either layer-3 VPNs following RFC 2547, or layer-
2 virtual private LAN Service (VPLS) VPNs according to
RFC 4761. CloudNet relies on network based VPLS as they
simplify WAN migration, have lower overheads, and can pro-
vide additional services from the network provider such as
resource reservation.

LAN Migration: Live migration is essentially transparent
to any applications running inside the VM, and is supported
by most major virtualization platforms [20, 9, 16]. Work
has been done to optimize migration within the LAN by ex-
ploiting fast interconnects that support remote memory ac-
cess technology [15]. Jin et al. have proposed using memory
compression algorithms to optimize migrations [17]. Cloud-
Net’s CBR and Page Delta optimizations are simple forms
of compression, and more advanced compression techniques
could provide further benefits in low bandwidth WAN sce-
narios, although at the expense of increased CPU overhead.
The Remus project uses a constantly running version of Xen’s
live migration code to build an asynchronous high availability
system [10]. Remus obtains a large benefit from an optimiza-
tion similar to CloudNet’s Page Delta technique because it
runs a form of continuous migration where pages see only
small updates between iterations.

WAN Migration: VMware has recently announced lim-
ited support for WAN migration, but only under very con-
strained conditions: 622 MBps link bandwidth and less than
5 msec network delay [3]. CloudNet seeks to lower these re-
quirements so that WAN migration can become an efficient
tool for dynamic provisioning of resources across data cen-
ters. Past research investigating migration of VMs over the
WAN has focused on either storage or network concerns.
Bradford et al. describe a WAN migration system focusing
on efficiently synchronizing disk state during the migration;
they modify the Xen block driver to support storage migra-
tion, and can throttle VM disk accesses if writes are occur-
ring faster than the network supports [7]. The VM Turntable
Demonstrator showed a VM migration over intercontinental
distances with latencies of nearly 200 msec; they utilize giga-
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bit lightpath links, and like us, find that the increased latency
has less impact on performance than bandwidth [27]. Harney
et al. propose the use of Mobile IPv6 to reroute packets to
the VM after it is moved to a new destination [14]; this pro-
vides the benefit of supporting layer-3 connections between
the VM and clients, but the authors report a minimum down-
time of several seconds due to the Mobile IP switchover, and
the downtime increases further with network latency. In this
work, we leverage existing mechanisms to simplify storage
migration and network reconfiguration, and propose a set of
optimizations to reduce the cost of migrations in low band-
width and high latency environments.

8 Conclusions
The scale of cloud computing is growing as business applica-
tions are increasingly being deployed across multiple global
data centers. We have built CloudNet, a prototype cloud com-
puting platform that coordinates with the underlying network
provider to create seamless connectivity between enterprise
and data center sites, as well as supporting live WAN migra-
tion of virtual machines. CloudNet supports a holistic view
of WAN migration that handles persistent storage, network
connections, and memory state with minimal downtime even
in low bandwidth, high latency settings.

While existing migration techniques can wastefully send
empty or redundant memory pages and disk blocks, Cloud-
Net is optimized to minimize the amount of data transferred
and lowers both total migration time and application expe-
rienced downtime. Reducing this downtime is critical for
preventing application disruptions during WAN migrations.
CloudNet’s use of both asynchronous and synchronous disk
replication further minimizes the impact of WAN latency on
application performance during migrations. We have demon-
strated CloudNet’s performance on both a local testbed and
in a prototype deployed across two data centers separated by
over 1,200KM. During simultaneous migrations of four VMs
between these data centers, CloudNet’s optimizations reduce
memory transfer time by 65%, and can save 20GB in band-
width for storage and memory migration.
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