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ABSTRACT

DATA MANAGEMENT AND WIRELESS TRANSPORT FOR LARGE SCALE

SENSOR NETWORKS

AUGEST 2010

MING LI

B.Sc., HARBIN INSTITUTE OF TECHNOLOGY

M.Sc., TSINGHUA UNIVERSITY

Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor Deepak Ganesan, Professor Arun Venkataramani

Today many large scale sensor networks have emerged, which span many different sensing applications.

Each of these sensor networks often consists of millions of sensors collecting data and supports thousands

of users with diverse data needs. Between users and wireless sensors there are often a group of powerful

servers that collect and process data from sensors and answer users’ requests. To build such a large scale

sensor network, we have to answer two fundamental research problems: i) what data to transmit from sensors

to servers? ii) how to transmit the data over wireless links?

Wireless sensors often can not transmit all collected data due to energy and bandwidth constraints. There-

fore sensors need to decide what data to transmit to best satisfy users’ data requests. Sensor network users can

often tolerate some data errors, thus sensors may transmit data in lower fidelity but still satisfy users’ requests.

There are generally two types of requests–raw data requests and meta-data requests. To answer users’ raw

data requests, we propose a model-driven data collection approach, PRESTO. PRESTO splits intelligence

between sensors and servers, i.e., resource-rich servers perform expensive model training and resource-poor

sensors perform simple model evaluation. PRESTO can significantly reduce data to be transmitted without

sacrificing service quality. To answer users’ meta-data request, we propose a utility-driven multi-user data

sharing approach, MUDS. MUDS uses utility function to unify diverse meta-data metrics. Sensors estimate

utility value of each data packet and sends packets with highest utility first to improve overall system utility.

vi



After deciding what data to transmit from sensors to servers, the next question is how to transmit these

data over wireless links. Wireless transport often suffers low bandwidth and unstable connectivity. In order to

improve wireless transport, I propose a clean-slate re-design of wireless transport, Hop. Hop uses reliable per-

hop block transfer as a building block and builds all other components including hidden-terminal avoidance,

congestion avoidance, and end-to-end reliability on top of it. Hop is built based on three key ideas: a) hop-

by-hop transfer adapts to the lossy and highly variable nature of wireless channel significantly better than

end-to-end transfer, b) the use of blocks as the unit of control is more efficient over wireless links than the use

of packets, and c) the duplicated functionalities in different layers in the network stack should be removed to

simplify the protocol and avoid complex interaction.
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CHAPTER 1

INTRODUCTION

The recent years have seen remarkable development of large scale sensing applications, e.g. traffic mon-

itoring networks and weather monitoring networks. Each of these sensor networks often consists of millions

of sensors and supports thousands of users with diverse data needs. For instance, in traffic monitoring net-

works large number of sensors such as cameras, speed sensors, and driver-carried smart phones are used to

collect traffic related information in fine granularity. The collected data are useful to many users including

drivers, people planing trips, as well as organizations such as the department of transportation. Between users

and wireless sensors there are often a group of servers with rich computation, storage, and energy resources.

These servers collect data from sensors, store and process the data, and answer to users’ data requests. To

build such large scale sensor networks, we have to address several research problems. First of all, wireless

sensors often do not have enough energy and bandwidth resources to transmit all sensed data to servers.

Therefore, how to reduce data to be transmitted without sacrificing service quality posts a major challenge to

wireless sensing applications. Secondly, wireless transport suffers low bandwidth and unstable connectivity.

How to improve the performance of wireless transport is an important question to wireless sensor network

design. The rest of this chapter discusses these two research problems in detail and presents our contributions

to address these problems.

1.1 How to Reduce Data Transmissions?

We first examine how to reduce data transmissions over wireless links. Wireless sensors may not be able

to transmit all the data they collected due to energy and bandwidth constraints. To reduce data size without

sacrificing data’s fidelity, wireless sensors may do lossless compression on data. However, the computation

load of lossless compression may exceed sensors’ capacity, and the compressed data may still exceed wire-

less sensor’s transmission capacity. On the other hand, sensor network users can often tolerant data errors to

certain extend. For instance, a user of a temperature monitoring network may specify that she wants temper-

ature readings with ±1oF accuracy. Therefore, it is possible that sensors can transmit data in lower fidelity

but still satisfy users’ requests. We consider two cases of user requests, the case where users just want raw
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data and the case where users want high level meta data after processing, and propose different techniques of

data reduction for each case.

1.1.1 Handling of raw data requests

To answer users’ raw data requests, servers need not do any data processing but to forward raw data

directly from sensors to servers. Users specify their data fidelity needs in raw data metric. Sensors and servers

can reduce data transmitted over wireless links according to users’ data fidelity requests. A data reduction

technique used in this case is model-driven data collection. In model-driven data collection, models are

built to capture spatial or temporal correlations in raw data. Then servers answer users’ requests with model

predictions without actually getting raw data from sensors. Data transmissions only happen when prediction

results are not accurate enough to satisfy users’ requests. People have proposed several model-driven data

collection systems. According to where the intelligence of the model-driven process is placed, we classify

these approaches to sensor-centric approaches and server-centric approaches.

In sensor-centric approach, intelligence such as model building and model evaluation is placed on the

sensors. Sensors train spatial or temporal model on collected data and send trained model to servers. Both

servers and sensors use the model to predict current data. Sensors compare predicted data to sensed data. If

the prediction error is higher than what users request, sensors will push sensed data to servers. Using sensor-

centric approach, only data anomalies that are not predictable by models are transmitted. However, the heavy

computation load in the model-training process may exceed wireless sensors’ capability. The server-centric

approaches, on the other hand, perform model training and evaluation on the resource-rich servers. Servers

train model using archived data, then use model predictions to answer users’ requests. To evaluate prediction

accuracy, servers calculate confidence interval of prediction and pull real sensed data from sensors when

the confidence interval exceeds users’ requests. The server-centric approaches perform computationally-

expensive model-training on resource-rich servers while keep resource-poor sensors simple. However, since

servers can only use confidence interval to estimate prediction accuracy, the server-centric approaches can

not efficiently capture data anomalies. Since both of these approaches have major drawbacks, we propose a

feedback driven data management approach, PRESTO, that splits intelligence between sensors and servers

according to their computation capabilities. In PRESTO, resource-rich servers perform expensive model

training, and sensors perform simple model evaluation. In this thesis, we show that PRESTO can greatly

reduce data to be transmitted while efficiently capture data anomalies.
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1.1.2 Handling of meta-data requests

In advanced sensing applications, users often requires meta-data after data processing. For instance in

weather monitoring networks, instead of sending user raw radar data servers often need to run data processing

applications such as tornado detection and precipitation estimation on the raw data, and send the processed

result to users. Users specify data fidelity needs in meta-data metrics such as location and strength of tornado

instead of in raw data metric. Since data reduction algorithms process raw data directly, it is necessary to

translate users’ meta-data fidelity request to raw data fidelity request. Furthermore, in such advanced sensing

applications users often share the same raw data even they are requesting different raw data. For instance,

users interested in tornado detection and users interested in precipitation estimation may actually use raw data

from the same radar. Therefore, even they have different meta-data requests, they can still share the same

raw data stream. This requires sensors to aggregate users’ meta-data requests during reduction of raw data.

In this thesis, I propose a utility-driven multi-user data sharing approach, MUDS, that uses utility function

to covert raw data fidelity to meta-data fidelity, maximizes data sharing among users, and sends data with

highest utility first to improve overall system utility.

The design of MUDS addresses three key challenges: how to define utility functions for networks with

data sharing among end-users, how to compress and prioritize data transmissions according to its importance

to end users, and how to gracefully degrade end-user utility in the presence of bandwidth fluctuations. A key

contribution of our work is multi-query aggregation, where raw data streams are shared between multiple

users with diverse meta-data requests, thereby maximizing total end-user utility. At the core of our system is

a utility-driven progressive data compression and packet scheduling engine at each sensor. The progressive

compression engine enables raw data to be compressed and ordered such that information of most interest to

queries is transmitted first. Such an encoding enables our system to adapt gracefully to bandwidth fluctua-

tions.The utility-driven scheduler compares the utility of different progressively compressed streams that are

intended for different sets of queries, and transmits packets such that utility across all concurrent queries at a

sensor is maximized.

1.2 How to Improve Wireless Transport?

Now we know what data to transmit, the next question is how to transmit these data. Sensors transmit

data to servers through wireless links. However, transmitting data reliably with high throughput on wireless

networks is hard due to several constraints of wireless links. For instance, TCP, the universal transport

protocol for wireless transport, is ill-suited to 802.11 Wi-Fi wireless link layer protocol, which incurs low

throughput and intermittent availability. We identify following three fundamental problems of the existing
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network stacks over wireless: i) the use of per-packet control which incurs high overhead, ii) the use of

end-to-end techniques which work poorly due to high link dynamics, and iii) the bad interactions between

duplicated functions of different layers in the stack. Instead of patching existing stack, we propose a clean-

slate re-design, Hop.

Hop uses reliable per-hop block transfer as a building block and builds all other components in the stack

such as hidden-terminal avoidance, congestion avoidance, and end-to-end reliability on top of it. We argue

that a) hop-by-hop transfer adapts to the lossy and highly variable nature of wireless channel significantly

better than end-to-end transfer, b) the use of blocks as the unit of control is more efficient over wireless links

than the use of packets, and c) the duplicated functionalities in different layers in the network stack should be

removed to simplify the protocol and avoid complex interaction.

1.3 Contributions

This thesis work makes following three research contributions that address the data management and the

wireless transport problems in wireless sensor networks.

• PRESTO–feedback-driven data management. In this work we consider the sensing applications in

which the sensors have neither enough computation capability to do extensive data processing, nor

enough bandwidth and energy to transmit the raw data to the users. We propose a novel two-tier sensor

data management architecture, PRESTO, that comprises proxies and sensors that cooperate with one

another for acquiring data and processing queries. PRESTO proxies construct time-series models of

observed trends in the sensor data and transmit the parameters of the model to sensors. Sensors check

sensed data with model-predicted values and transmit only deviations from the predictions back to

the proxy. We argue that such a model-driven push approach is energy efficient, while ensuring that

anomalous data trends are never missed.

• MUDS–utility-driven multi-user data sharing. In this work we focus on how to support diverse user

needs in rich sensor networks. We propose a utility-driven approach to maximize data sharing across

users while judiciously using limited network and computational resources. Our utility-driven archi-

tecture addresses three key challenges: how to define utility functions for networks with data sharing

among end-users, how to compress and prioritize data transmissions according to its importance to end

users, and how to gracefully degrade end-user utility in the presence of bandwidth fluctuations.

• Hop-block-based high throughput reliable wireless transport. In this work we focus on the net-

working problems in wireless sensor networks. We propose a high throughput reliable wireless trans-

port protocol, Hop, that works across diverse wireless networks. Hop uses reliable per-hop block
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transfer as a building block and builds all other components in the stack on top of block transfer. We

argue that a) hop-by-hop transfer adapts to the lossy and highly variable nature of wireless channel

significantly better than end-to-end transfer, b) the use of blocks as the unit of control is more efficient

over wireless links than the use of packets, and c) the duplicated functionalities in different layers in

the network stack should be removed to simplify the protocol and avoid complex interaction.

1.4 Thesis Outline

The rest of this thesis is organized as follows. In Chapter 2, we propose a feedback-driven data man-

agement system for data reduction in case of raw data requests. In Chapter 3, we propose a utility-driven

multi-user data sharing system for data reduction in case of meta-data requests. In Chapter 4, we propose a

block-based high throughput reliable wireless transport protocol that works across diverse wireless networks.

Finally, in Chapter 5, we summarize the main contribution.
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CHAPTER 2

FEEDBACK-DRIVEN DATA MANAGEMENT

2.1 Introduction

Many sensor networks today use a two-tier architecture — a proxy tier consists of a few resource rich base

stations, each controlling tens of wireless sensors at the lower tier. The base stations are usually tethered PCs

with much richer computation and energy resources than the sensors. Given such a hierarchical architecture,

a natural design question is how to explore the rich resources on the base stations to assist the resource-poor

sensors. In this work, we argue that splitting data processing load between sensors and proxies is more

efficient than placing data processing solely on the sensors or on the proxies, and propose a feedback-driven

data management approach that achieves both high energy efficiency and low query latency.

We consider resource-constrained sensors with very limited energy and computation resources. Energy

is usually the most critical resource due to the fact that these sensors are often battery-powered, and are de-

ployed in remote or hard-to-reach areas so have to run for long time without changing battery. Consequently,

energy-efficient data management is a key problem in these sensor applications. Computation capability is

also limited on these low-end sensors, for instance, the widely used TelosB Mote[22] that has 8MHz micro-

controller with 10kB RAM. Thus, these sensors can not perform complex data processing efficiently.

Data management approaches in sensor networks have centered around two competing philosophies.

Early efforts such as Directed Diffusion [15] and Cougar [27] espoused the notion of the sensor network as

a database. The framework assumes that intelligence is placed at the sensors and that queries are pushed

deep into the network, possibly all the way to the remote sensors. Direct querying of remote sensors reduces

communication needs by processing query at (or close to) the data source, therefore, it is energy efficient

since wireless communications are usually the most energy expensive operations on sensors. However, direct

querying assumes that remote sensors have sufficient processing resources to handle query processing, an

assumption that may not hold in untethered networks of inexpensive sensors (e.g., Berkeley Motes [23]). In

contrast, efforts such as TinyDB [17] and acquisitional query processing [9] from the database community

have adopted an alternate approach. These efforts assume that intelligence is placed at the edge of the net-

work, while keeping the sensors within the core of the network simple. In this approach, data is pulled from

remote sensors by edge elements such as base-stations, which are assumed to be less resource- and energy-
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constrained than remote sensors. Sensors within the network are assumed to be capable of performing simple

processing tasks such as in-network aggregation and filtering, while complex query processing is left to base

stations (also referred to as micro-servers or sensor proxies). In acquisitional query processing [9], for in-

stance, the base-station uses a spatio-temporal model of the data to determine when to pull new values from

individual sensors; data is refreshed from remote sensors whenever the confidence intervals on the model

predictions exceed query error tolerances.

While both of these philosophies inform our work, existing approaches have several drawbacks.

• Need to capture unusual data trends: Sensor applications need to be alerted when unusual trends are

observed in the sensor field; for instance, a sudden increase in temperature may indicate a fire or a

break-down in air-conditioning equipment. Although rare, it is imperative for sensor applications,

particularly those used for monitoring, to detect these unusual patterns and to do so with low latency.

Both TinyDB [17] and acquisitional query processing [9] rely on a pull-based approach to acquire

data from the sensor field. A pure pull-based approach can never guarantee that all unusual patterns

will always be detected, since the anomaly may be confined between two successive pulls. Further,

increasing the pull frequency to increase anomaly detection probability has the harmful side-effect of

increasing energy consumption at the tetherless sensors.

• Support for archival queries: Many existing efforts focus on querying and processing of current (live)

sensor data, since this is the data of most interest to the application. However, support for query-

ing historical data is also important in many applications such as surveillance, where the ability to

retroactively “go back” is necessary to determine, for instance, how an intruder broke into a building.

Similarly, archival sensor data is often useful to conduct postmortems of unexpected and unusual events

to better understand them for the future. Architectures and algorithms for efficiently querying archival

sensor data have not received much attention in the literature.

• Adaptive system design: Long-lived sensor applications that are deployed for months or years need

to adapt to data and query dynamics while meeting user performance requirements. As data trends

evolve and change over time, the system needs to adapt accordingly to optimize sensor communication

overhead. Similarly, as the workload—query characteristics and error tolerance—changes over time,

the system needs to adapt by updating the parameters of the models used for data acquisition. Such

adaptation is key for enhancing the longevity of the sensor application.
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2.1.1 Research Contributions

In this chapter we present PRESTO, a two-tier sensor architecture that comprises sensor proxies at the

higher tier, each controlling tens of remote sensors at the lower tier. PRESTO1 proxies and sensors interact

and cooperate for acquiring data and processing queries. PRESTO strives to achieve energy efficiency and

low query latency by exploiting resource-rich proxies, while respecting constraints at resource-poor sensors.

Like TinyDB, PRESTO puts intelligence at the edge proxies while keeping the sensors inside the network

simple. A key difference though is that PRESTO endows sensors with the ability to asynchronously push data

to proxies rather than solely relying on pulls. Our design of PRESTO has led to the following contributions.

Model-driven Push: Central to PRESTO is the use of a feedback-based model-driven push approach

to support queries in an energy-efficient, accurate and low-latency manner. PRESTO proxies construct a

model that captures correlations in the data observed at each sensor. The remote sensors check the sensed

data against this model and push data only when the observed data deviates from the values predicted by

the model, thereby capturing anomalous trends. Such a model-driven push approach reduces communication

overhead by only pushing deviations from the observed trends, while guaranteeing that unusual patterns in

the data are never missed. An important requirement of our model is that it should be very inexpensive to

check at resource-poor sensors, even though it can be expensive to construct at the resource-rich proxies.

PRESTO employs seasonal ARIMA-based time series models to satisfy this asymmetric requirement.

Support for archival queries: Whereas PRESTO supports queries on current data using model-driven

push, it also supports queries on historical data using a novel combination of prediction, interpolation, and

local archival. By associating confidence intervals with the model predictions and caching values predicted

by the model in the past, a PRESTO proxy can directly respond to such queries using cached data so long

as it meets query error tolerances. Further, PRESTO employs interpolation methods to progressively refine

past estimates whenever new data is fetched from the sensors. PRESTO sensors also log all observations on

relatively inexpensive flash storage; the proxy can fetch data from sensor archives to handle queries whose

precision requirements can not be met using the local cache. Thus, PRESTO exploits the proxy cache to

handle archival queries locally whenever possible and resorts to communication with the remote sensors only

when absolutely necessary.

Adaptation to Data and Query Dynamics: Long-term changes in data trends are handled by periodi-

cally refining the parameters of the model at the proxy, which improves prediction accuracy and reduces the

number of pushes. Changes in query precision requirements are handled by varying the threshold used at a

sensor to trigger a push. If newer queries require higher precision (accuracy), then the threshold is reduced to

1PRESTO is an acronym for PREdictive STOrage.
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ensure that small deviations from the model are reported to the proxy, enabling it to respond to queries with

higher precision. Overall, PRESTO proxies attempt to balance the cost of pushes and the cost of pulls for

each sensor.

We have implemented PRESTO using a Stargate proxy and Telos Mote sensors. We demonstrate the

benefits of PRESTO using an extensive experimental evaluation. Our results show that PRESTO can scale

up to one hundred Motes per proxy. When used in a temperature monitoring application, PRESTO imposes

an energy requirements that is one to two orders of magnitude less than existing techniques that advocate

on-demand, proactive, or model-driven pulls. At the same time, the average latency for queries is within six

seconds for a 1% duty-cycled five hop sensor network, which is an order of magnitude less than a system that

forwards all queries to remote sensor nodes, while not significantly more than a system where all queries are

answered at the proxy.

The rest of this chapter is structured as follows. Section 2.2 provides an overview of PRESTO. Sections

2.3 and 2.4 describe the design of the PRESTO proxy and sensors, respectively, while Section 2.5 presents the

adaptation mechanisms in PRESTO. Sections 2.6 and 2.7 present our implementation and our experimental

evaluation. Finally, Sections 2.8 and 2.9 discuss related work and our conclusions.

2.2 System Architecture

System Model: PRESTO envisions a two-tier data management architecture comprising a number of

sensor proxies, each controlling several tens of remote sensors (see Figure 2.1). Proxies at the upper tier are

assumed to be rich in computational, communication, and storage resources and can use them continuously.

The task of this tier is to gather data from the lower tier and answer queries posed by users or the application.

A typical proxy configuration may be comprised of an Intel Stargate [25] node with multiple radios—an

802.11 radio that connects it to an IP network and a low-power 802.15.4 radio that connects it to sensors

in the lower tier. Proxies are assumed to be tethered or powered by a solar cell. A typical deployment

will consist of multiple geographically distributed proxies, each managing tens of sensors in its vicinity. In

contrast, PRESTO sensors are assumed to be low-power nodes, such as Telos Motes [22], equipped with

one or more sensors, a micro-controller, flash storage and a wireless radio. The task of this tier is to sense

data, transmit it to proxies when appropriate, while archiving all data locally in flash storage. The primary

constraint at this tier is energy—sensor nodes are assumed to be untethered, and hence battery-powered, with

a limited lifetime. Sensors are assumed to be deployed in a multi-hop configuration and are aggressively

duty-cycled; standard multi-hop routing and duty-cycled MAC protocols can be used for this purpose. Since
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Figure 2.1. The PRESTO data management architecture.

communication is generally more expensive than processing or storage [10], PRESTO sensors attempt to

trade communication for computation or storage, whenever possible.

System Operation: Assuming such an environment, each PRESTO proxy constructs a model of the data

observed at each sensor. The model uses correlations in the past observations to predict the value likely to

be seen at any future instant t. The model and its parameters are transmitted to each sensor. The sensor

then executes the model as follows: at each sampling instant t, the actual sensed value is compared to the

value predicted by the model. If the difference between the two exceed a threshold, the model is deemed

to have “failed” to accurately predict that value and the sensed value is pushed to the proxy. In contrast,

if the difference between the two is smaller than a threshold, then the model is assumed to be accurate for

that time instant. In this case, the sensor archives the data locally in flash storage and does not transmit it

to the proxy. Since the model is also known to the proxy, the proxy can compute the predicted value and

use it as an approximation of the actual observation when answering queries. Thus, so long as the model

accurately predicts observed values, no communication is necessary between the sensor and the proxy; the

proxy continues to use the predictions to respond to queries. Further, any deviations from the model are

always reported to the proxy and anomalous trends are quickly detected as a result.
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Given such a model-driven push technique, a query arriving at the proxy is processed as follows. PRESTO

assumes that each query specifies a tolerance on the error it is willing to accept. Our models are capable of

generating a confidence interval for each predicted value. The PRESTO proxy compares the query error

tolerance with the confidence intervals and uses the model predictions so long at the query error tolerance is

not violated. If the query demands a higher precision, the proxy simply pulls the actual sensed values from

the remote sensors and uses these values to process the query. Every prediction made by the model is cached

at the proxy; the cache also contains all values that were either pushed or pulled from the remote sensors.

This cached data is used to respond to historical queries so long as query precision is not violated, otherwise

the corresponding data is pulled from the local archive at the sensors.

Since trends in sensed values may change over time, a model constructed using historical data may no

longer reflect current trends. A novel aspect of PRESTO is that it updates the model parameters online so

that the model can continue to reflect current observed trends. Upon receiving a certain number of updates

from a sensor, the proxy uses these new values to refine the parameters of the model. These parameters are

then conveyed back to the corresponding sensor, when then uses them to push subsequent values. Thus, our

approach incorporates active feedback between the proxy and each sensor—the model parameters are used

to determine which data values get pushed to the proxy, and the pushed values are used to compute the new

parameters of the model. If the precision demanded by queries also changes over time, the thresholds used by

sensors to determine which values should be pushed are also adapted accordingly—higher precision results

in smaller thresholds. Next, we present the design of the PRESTO proxy and sensor in detail.

2.3 PRESTO Proxy

The PRESTO proxy consists of four key components (see Figure 2.2): (i) modeling and prediction engine,

which is responsible for determining the initial model parameters, periodic refinement of model parameters,

and prediction of data values likely to be seen at the various sensors, (ii) query processor, which handles

queries on both current and historical data, (iii) local cache, which is a cache of all data pushed or pulled

by sensors as well as all past values predicted by the model, and (iv) a fault detector, which detects sensor

failures. We describe each component in detail in this section.

2.3.1 Modeling and Prediction Engine

The goal of the modeling and prediction engine is to determine a model, using a set of past sensor

observations, to forecast future values. The key premise is that the physical phenomena observed by sensors

exhibit long-term and short-term correlations and past values can be used to predict the future. This is true

for weather phenomena such as temperature that exhibit long-term seasonal variations as well as short-term
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time-of-day and hourly variations. Similarly phenomena such as traffic at an intersection exhibit correlations

based on the hour of the day (e.g., traffic peaks during “rush” hours) and day of the week (e.g., there is less

traffic on weekends). PRESTO proxies rely on seasonal ARIMA models; ARIMA is a popular family of

time-series models that are commonly used for studying weather and stock market data. Seasonal ARIMA

models (also known as SARIMA) are a class of ARIMA models that are suitable for data exhibiting seasonal

trends and are well-suited for sensor data. Further they offer a way to deal with non-stationary data i.e. whose

statistical properties change over time [1]. Last, as we demonstrate later, while seasonal ARIMA models are

computationally expensive to construct, they are inexpensive to check at the remote sensors—an important

property we seek from our system. The rest of this section presents the details of our SARIMA model and its

use within PRESTO.

Prediction Model: A discrete time series can be represented by a set of time-ordered data (xt1 , xt2 , ..., xtn
),

resulting from observation of some temporal physical phenomenon such as temperature or humidity. Samples

are assumed to be taken at discrete time instants t1, t2, . . .. The goal of time-series analysis is to obtain the

parameters of the underlying physical process that governs the observed time-series and use this model to

forecast future values.

PRESTO models the time series of observations at a sensor as an Autoregressive Integrated Moving Aver-

age (ARIMA) process. In particular, the data is assumed to conform to the Box-Jenkins SARIMA model [1].

While a detailed discussion of SARIMA models is outside the scope of this thesis, we provide the intuition

behind these models for the benefit of the reader. An SARIMA process has four components: auto-regressive

(AR), moving-average (MA), one-step differencing, and seasonal differencing. The AR component estimates

the current sample as a linear weighted sum of previous samples; the MA component captures relationship

between prediction errors; the one-step differencing component captures relationship between adjacent sam-

ples; and the seasonal differencing component captures the diurnal, monthly, or yearly patterns in the data. In
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SARIMA, the MA component is modeled as a zero-mean, uncorrelated Gaussian random variable (also re-

ferred to as white noise). The AR component captures the temporal correlation in the time series by modeling

a future value as a function of a number of past values.

In its most general form, the Box-Jenkins seasonal model is said to have an order (p, d, q)× (P,D,Q)S ;

the order of the model captures the dependence of the predicted value on prior values. In SARIMA, p and

q are the orders of the auto-regressive (AR) and moving average (MA) processes, P and Q are orders of the

seasonal AR and MA components, d is the order of differencing, D is the order of seasonal differencing, and

S is the seasonal period of the series. Thus, SARIMA is family of models depending on the integral values

of p, q, P, Q, d,D, S. 2

Model Identification and Parameter Estimation: Given the general SARIMA model, the proxy needs

to determine the order of the model, including the order of differential and the order of auto-regression and

moving average. That is, the values of p, d, q, P , D and Q need to be determined. This step is called

model identification and is typically performed once during system initialization. Model identification is well

documented in most time series textbooks [1] and we only provide a high level overview here. Intuitively,

since the general model is actually a family of models, depending on the values of p, q, etc., this phase

identifies a particular model from the family that best captures the variations exhibited by the underlying

data. It is somewhat analogous to fitting a curve on a set of data values. Model identification involves

collecting a sample time series from the field and computing its auto-correlation function (ACF) and partial

auto-correlation function (PACF). A series of tests are then performed on the ACF and the PACF to determine

the order of the model [1].

Our analysis of temperature traces has shown that the best model for temperature data is a Seasonal

ARIMA of order (0, 1, 1)× (0, 1, 1)S . The general model in Equation 2.1 reduces to

(1−B)(1−BS)Xt = (1− θB)(1−ΘBS)et (2.2)

where θ and Θ are parameters of this (0, 1, 1)× (0, 1, 1)S SARIMA model and capture the variations shown

by different temperature traces. B is the backward operator and is short-hand for BiXt = Xt−i. S is the

seasonal period of the time series and et is the prediction error.

2While not essential for our discussion, we present the general Box-Jenkins seasonal model for sake of completeness. The general
model of order (p, d, q)× (P, D, Q)S is given by the equation

ΦP (BS) · φp(B) · (1−B)d(1−BS)DXt = θq(B)ΘQ(BS)et (2.1)

where B is the backward operator such that BiXt = Xt−i, S is the seasonal period, θ, Θ are parameters of the model, and et is the
prediction error.
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When employed for a temperature monitoring application, PRESTO proxies are seeded with a (0, 1, 1)×

(0, 1, 1)S SARIMA model. The seasonal period S is also seeded. The parameters θ and Θ are then computed

by the proxy during the initial training phase before the system becomes operational. The training phase

involves gathering a data set from each sensor and using the least squares method to estimate the values of

parameters θ and Θ on a per-sensor basis (see [1] for the detailed procedure for estimating these parameters).

The order of the model and the values of θ and Θ are then conveyed to each sensor. Section 2.5 explains how

θ and Θ can be periodically refined to adapt to any long-term changes in the sensed data that occurs after the

initial training phase.
Model-based Predictions: Once the model order and its parameters have been determined, using it for

predicting future values is a simple task. The predicted value Xt for time t is simply given as:

Xt = Xt−1 + Xt−S −Xt−S−1

+ θet−1 −Θet−S + θΘet−S−1 (2.3)

where θ and Θ are known parameters of the model, Xt−1 denotes the previous observation, Xt−S and

Xt−S−1 denotes the values seen at this time instant and the previous time instant in the previous season. For

temperature monitoring, we use a seasonal period S of one day, and hence, Xt−S and Xt−S−1 represent

the values seen yesterday at this time instant and the previous time instant, respectively. et−k denotes the

prediction error at time t−k (the prediction error is simply the difference between the predicted and observed

value for that instant).

Since PRESTO sensors push a value to the proxy only when it deviates from the prediction by more than

a threshold, the actual values of Xt−1, Xt−S and Xt−S−1 seen at the sensor may not be known to the proxy.

However, since the lack of a push indicates that the model predictions are accurate, the proxy can simply

use the corresponding model predictions as an approximation for the actual values in Equation 2.3. In this

case, the corresponding prediction error et−k is set to zero. In the event Xt−1, Xt−S or Xt−S−1 were either

pushed by the sensor or pulled by the proxy, the actual values and the actual prediction errors can used in

Equation 2.3.

Both the proxy and the sensors use Equation 2.3 to predict each sampled value. At the proxy, the predic-

tions serve as a substitute for the actual values seen by the sensor and are used to answer queries that might

request the data. At the sensor, the prediction is used to determine whether to push—the sensed value is

pushed only if the prediction error exceeds a threshold δ.

Finally, we note the asymmetric property of our model. The initial model identification and parame-

ter estimation is a compute-intensive task performed by the proxy. Once determined, predicting a value

using the model involves no more than eight floating point operations (three multiplications and five addi-

tions/subtractions, as shown in Equation 2.3). This is inexpensive even on resource-poor sensor nodes such

as Motes and can be approximated using fixed point arithmetic.
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2.3.2 Query Processing at a Proxy

In addition to forecasting future values, the prediction engine at the proxy also provides a confidence

interval for each predicted value. The confidence interval represents a bound on the error in the predicted

value and is crucial for query processing at the proxy. Since each query arrives with an error tolerance, the

proxy compares the error tolerance of a query with the confidence interval of the predictions, and the current

push threshold, δ. If the confidence interval is tighter than the error tolerance, then the predicted values are

sufficiently accurate to respond to the query. Otherwise the actual value is fetched from the remote sensor

to answer the query. Thus, many queries can be processed locally even if the requested data was never

reported by the sensor. As a result, PRESTO can ensure low latencies for such queries without compromising

their error tolerance. The processing of queries in this fashion is similar to that proposed in the BBQ data

acquisition system [9], although there are significant differences in the techniques.

For a Seasonal ARIMA (0, 1, 1)× (0, 1, 1)S model, the confidence interval of l step ahead forecast, λ(l)

is:

λ(l) = ±uε/2(1 +
l−1∑
j=1

(1− θ)2)1/2σ (2.4)

where uε/2 is value of the unit Normal distribution at ε/2, σ is the variance of 1 step ahead prediction

error.

2.3.3 Proxy Cache

Each proxy maintains a cache of previously fetched or predicted data values for each sensor. Since

storage is plentiful at the proxy—microdrives or hard-drives can be used to hold the cache—the cache is

assumed to be infinite and all previously predicted or fetched values are assumed to be stored at the proxy.

The cache is used to handle queries on historical data—if requested values have already been fetched or if the

error bounds of cached predictions are smaller than the query error tolerance, then the query can be handled

locally, otherwise the requested data is pulled from the archive at the sensor. After responding to the query,

the newly fetched values are inserted into the cache for future use.

A newly fetched value, upon insertion, is also used to improve the accuracy of the neighboring predictions

using interpolation. The intuition for using interpolation is as follows. Upon receiving a new value from

the sensor, suppose that the proxy finds a certain prediction error. Then it is very likely that the predictions

immediately preceding and following that value incurred a similar error, and interpolation can be used to scale

those cached values by the prediction error, thereby improving their estimates. PRESTO proxies currently

use two types of interpolation heuristics: forward and backward.
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Forward interpolation is simple. The proxy uses Equation 2.3 to predict the values and Equation 2.4 to

re-estimate the confidence intervals for all samples between the newly inserted value and the next pulled

or pushed value. In backward interpolation, the proxy scans backwards from the newly inserted value and

modifies all cached predictions between the newly inserted value and the previous pushed or pulled value.

To do so, it makes a simplifying assumption that the prediction error grows linearly at each step, and the

corresponding prediction error is subtracted from each prediction.

X ′
t = Xt −

t− T ′

T − T ′ eT (2.5)

where Xt is the original prediction, X ′
t is the updated prediction, T denotes the observation instant of the

newly inserted value, T ′ is time of the nearest pushed or pulled value before T .

2.3.4 Failure Detection

Sensors are notoriously unreliable and can fail due hardware/software glitches, harsh deployment condi-

tions or battery depletion. Our predictive techniques limit message exchange between a proxy and a sensor,

thereby reducing communication overhead. However, reducing message frequency also affects the latency to

detect sensor failures and to recover from them. In this work, we discuss mechanisms used by the PRESTO

proxy to detect sensor failures. Failure recovery can use techniques such as spatial interpolation, which are

outside the scope of this thesis.

The PRESTO proxy flags a failure if pulls or feedback messages are not acknowledged by a sensor. This

use of implicit heartbeats has low communication energy overhead, but provides an interesting benefit. A

pull is initiated by the proxy depending on the confidence bounds, which in turn depends on the variability

observed in the sensor data. Consequently, failure detection latency will be lower for sensors that exhibit

higher data variability (resulting in more pushes or pulls). For sensors that are queried infrequently or exhibit

low data variability, the proxy relies on the less-frequent model feedback messages for implicit heartbeats; the

lack of an acknowledgment signals a failure. Thus, proxy-initiated control or pull messages can be exploited

for failure detection at no additional cost; the failure detection latency depends on the observed variability

and confidence requirements of incoming queries. Explicit heartbeats can be employed for applications with

more stringent needs.

2.4 PRESTO Sensor

PRESTO sensors perform three tasks: (i) use the model predictions to determine which observations to

push, (ii) maintain a local archive of all observations, and (iii) respond to pull requests from the proxy.
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The PRESTO sensor acts as a mirror for the prediction model at the proxy—both the proxy and the

sensor execute the model in a completely identical fashion. Consequently, at each sampling instant, the

sensor knows the exact estimate of the sampled value at the proxy and can determine whether the estimate is

accurate. Only those samples that deviate significantly from the prediction are pushed. As explained earlier,

the proxy transmits all the parameters of the model to each sensor during system initialization. In addition,

the proxy also specifies a threshold δ that defines the worst-case deviation in the model prediction that the

proxy can tolerate. Let Xt denote the actual observation at time t and let X̂t denote the predicted value

computed using Equation 2.3. Then,

If |X̂t −Xt| > δ, Push Xt to Proxy. (2.6)

As indicated earlier, computation of X̂t using Equation 2.3 involves reading of a few past values such as

Xt−S from the archive in flash storage and a few floating point multiplications and additions, all of which are

inexpensive.

PRESTO sensors archive all sensed values into an energy-efficient NAND flash store; the flash archive

is a log of tuples of the form: (t, Xt, X̂t, et). A simple index is maintained to permit random access to any

entry in the log. A pull request from a proxy involves the use of this index to locate the requested data in the

archive, followed by a read and a transmit.

2.5 Adaptation in PRESTO

PRESTO is designed to adapt to long-term changes in data and query dynamics that occur in any long-

lived sensor application. To enable system operation at the most energy-efficient point, PRESTO employs

active feedback from proxies to sensors; this feedback takes two forms—adaptation to data and query dy-

namics.

2.5.1 Adaptation to Data Dynamics

Since trends in sensor observation may change over time, a model constructed using historical data may

no longer reflect current trends—the model parameters become stale and need to be updated to regain energy-

efficiency. PRESTO proxies periodically retrain the model in order to refine its parameters. The retraining

phase is similar to the initial training—all data since the previous retraining phase is gathered and the least

squares method is used to recompute the model parameters θ and Θ [1]. The key difference between the

initial training and the retraining lies in the data set used to compute model parameters.
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For the initial training, an actual time series of sensor observations is used to compute model parameters.

However, once the system is operational, sensors only report observations when they significantly deviate

from the predicted values. Consequently, the proxy only has access to a small subset of the observations made

at each sensor. Thus, the model must be retrained with incomplete information. The time series used during

the retraining phase contains all values that were either pushed or pulled from a sensor; all missing values

in the time series are substituted by the corresponding model predictions. Note that these prior predictions

are readily available in the proxy cache; furthermore, they are guaranteed to be a good approximation of

the actual observations (since these are precisely the values for which the sensor did not push the actual

observations). This approximate time series is used to retrain the model and recompute the new parameters.

For the temperature monitoring application that we implemented, the models are retrained at the end of

each day.3 The new parameters θ and Θ are then pushed to each sensor for future predictions. In practice, the

parameters need to be pushed only if they deviate from the previously computed parameters by a non-trivial

amount (i.e., only if the model has actually changed).

2.5.2 Adaptation to Query Dynamics

Just as sensor data exhibits time-varying behavior, query patterns can also change over time. In particular,

the query tolerance demanded by queries may change over time, resulting in more or fewer data pulls. The

proxy can adapt the value of the threshold parameter δ in Equation 2.6 to directly influence the fraction of

queries that trigger data pulls from remote sensors. If the threshold δ is large relative to the mean error

tolerance of queries, then the number of pushes from the sensor is small and the number of pulls triggered by

queries is larger. If δ is small relative to the query error tolerance, then there will be many wasteful pushes

and fewer pulls (since the cached data is more precise than is necessary to answer the majority of queries). A

careful selection of the threshold parameter δ allows a proxy to balance the number of pushes and the number

of pulls for each sensor.

To handle such query dynamics, the PRESTO proxy uses a moving window average to track the mean

error tolerance of queries posed on the sensor data. If the error tolerance changes by more than a pre-defined

threshold, the proxy computes a new δ and transmits it to the sensor so that it can adapt to the new query

pattern.

3Since the seasonal period is set to one day, this amounts to a retraining after each season.
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2.6 PRESTO Implementation

We have implemented a prototype of PRESTO on a multi-tier sensor network testbed. The proxy tier

employs Crossbow Stargate nodes with a 400MHz Intel XScale processor and 64MB RAM. The Stargate runs

the Linux 2.4.19 kernel and EmStar release 2.1 and is equipped with two wireless radios, a Cisco Aironet 340-

based 802.11b radio and a hostmote bridge to the Telos mote sensor nodes using the EmStar transceiver. The

sensor tier uses Telos Mote sensor nodes, each consisting of a MSP430 processor, a 2.4GHz CC2420 radio,

and 1MB external flash memory. The sensor nodes run TinyOS 1.1.14. Since sensor nodes may be several

hops away from the nearest proxy, the sensor tier employs MultiHopLEPSM multi-hop routing protocol from

the TinyOS distribution to communicate with the proxy tier.

Sensor Implementation: Our PRESTO implementation on the Telos Mote involves three major tasks: (i)

model checking, (ii) flash archival, and (ii) data pull. A simple data gathering task periodically obtains sensor

readings and sends the sample to the model checker. The model checking task uses the most recent model

parameters (θ and Θ) and push delta (δ) obtained from the proxy to determine if a sample should be pushed

to the proxy as per Equation 2.6. Each push message to the proxy contains the id of the mote, the sampled

data, and a timestamp recording the time of the sampling. Upon a pull from the proxy, the model checking

task performs the forward and backward updates to ensure consistency between the proxy and sensor view.

For each sample, the archival task stores a record to the local flash that has three fields: (i) the timestamp

when the data was sampled, (ii) the sample itself, and (iii) the predicted value from the model checker. The

final component of our sensor implementation is a pull task that, upon receiving a pull request, reads the

corresponding data from the flash using a temporal index-based search, and responds to the proxy.

Proxy Implementation: At the core of the proxy implementation is the prediction engine. The prediction

engine includes a full implementation of ARIMA parameter estimation, prediction and update. The engine

uses two components, a cache of real and predicted samples, and a protocol suite that enables interactions

with each sensor. The proxy cache is a time-series stream of records, each of which includes a timestamp,

the predicted sensor value, and the prediction error. The proxy uses one stream per node that it is responsible

for, and models each node’s data separately. The prediction engine communicates with each sensor using a

protocol suite that enables it to provide feedback and change the operating parameters at each sensor.

Queries on our system are assumed to be posed at the appropriate proxy using either indexing [10] or

routing [16] techniques. A query processing task at the proxy accepts queries from users, checks whether

it can be answered by the prediction engine based on the local cache. If not, a pull message is sent to the

corresponding sensor.

Our proxy implementation includes two enhancements to the hostmote transceiver that comes with the

EmStar distribution [2]. First, we implemented a priority-based 64-length FIFO outgoing message queue
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in the transceiver to buffer pull requests to the sensors. There are two priority levels — the higher priority

corresponds to parameter feedback messages to the sensor nodes, and the lower priority corresponds to data

pull messages. Prioritizing messages ensures that parameter messages are not dropped even if the queue is full

as a result of excess pulls. Our second enhancement involves emulating the latency characteristics of a duty-

cycling MAC layer. Many MAC-layer protocols have been proposed for sensor networks such as BMAC

[21] and SMAC [28]. However, not all these MAC layers are supported on all platforms — for instance,

neither BMAC nor SMAC is currently supported on the Telos Motes that we use. We address this issue

by benchmarking the latency introduced by BMAC on Mica2 sensor nodes, and using these measurements

to drive our experiments. Thus, the proxy implementation includes a MAC-layer emulator that adds duty-

cycling latency corresponding to the chosen MAC duty-cycling parameters.

2.7 Experimental Evaluation

In this section, we evaluate the performance of PRESTO using our prototype and simulations. The testbed

for our experiments comprises one Stargate proxy and twenty Telos Mote sensor nodes. One of the Telos

motes is connected to a Stargate node running a sensor network emulator in Emstar[12]. This emulator

enables us to introduce additional virtual sensor nodes in our large-scale experiments that share a single Telos

mote radio as the transceiver to send and receive messages. In addition to the testbed, we use numerical

simulations in Matlab to evaluate the performance of the data processing algorithms in PRESTO.

Our experiments involve both replays of previously gathered sensor data as well as a live deployment.

The first set of experiments are trace-driven and use a seven day temperature dataset from James reserve [26].

The first two days of this trace are used to train the model. In our experiments, sensors use the values from

the remainder of these traces—which are stored in flash memory—as a substitute for live data gathering. This

setup ensures repeatable experiments and comparison of results across experiments (which were conducted

over a period of several weeks). We also experiment with a live, four day outdoor deployment of PRESTO at

UMass to demonstrate that our results are representative of the “real world”.

In order to evaluate the query processing performance of PRESTO, we generate queries as a Poisson

arrival process. Each query requests the value of the temperature at a particular time that is picked in a uniform

random manner from the start of the experiment to the current time. The confidence interval requested by the

query is chosen from a normal distribution.

2.7.1 Microbenchmarks

Our first experiment involves a series of microbenchmarks of the energy consumption of communica-

tion, processing and storage to evaluate individual components of the PRESTO proxy and sensors. These
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microbenchmarks are based on measurements of two sensor platforms — a Telos mote, and a Mica2 mote

augmented with a NAND flash storage board fabricated at UMass. The board is attached to the Mica2 mote

through the standard 51-pin connector, and provides a considerably more energy-efficient storage option than

the AT45DB041B NOR flash that is loaded by default on the Mica2 mote [19]. The NAND flash board

enables the PRESTO sensor to archive a large amount of historical data at extremely low energy cost.

Module Component Operation Energy
NAND flash- NAND Flash Read + Write + Erase 1 sample 21nJ

enabled Mica2 ATmega128L Processor 1 Prediction 240nJ
CC1000 Radio Transmit 1 sample + Receive 1 ACK 20.3µJ

Telos Mote ST M25P80 Flash Read + Write + Erase 1 sample 2.14µJ
MSP430 Processor 1 Prediction 27nJ

CC2420 Radio Transmit 1 sample + Receive 1 ACK 3.3µJ

Table 2.1. Energy micro-benchmarks for sensor nodes.

Round Trip Latency(ms)
Routing Hops 1% 7.53% 35.5%

1-hop 2252 350 119
2-hop 4501 695 235
3-hop 6750 1040 347
4-hop 8999 1388 465
5-hop 11249 1733 580

Table 2.2. Round trip latencies using B-MAC

Energy Consumption: We measure the energy consumption of three components—computation per

sample at the sensor, communication for a push or pull, and storage for reads, writes and erases. Table 2.1

shows that the results depend significantly on the choice of platform. On the Mica2 mote with external

NAND flash, storage of a sample in flash is an order of magnitude more efficient than the ARIMA prediction

computation, and three orders of magnitude more efficient than communicating a sample over the CC1000

radio. The Telos mote uses a more energy-efficient radio (CC2420) and processor (TI MSP 430), but a

less efficient flash than the modified Mica2 mote. On the Telos mote, the prediction computation is the

most energy-efficient operation, and is 80 times more efficient than storage, and 122 times more efficient

than communication. The high cost of storage on the Telos mote makes it a bad fit for a storage-centric

architecture such as PRESTO.

In order to fully exploit state-of-art in computation, communication and storage, a new platform is re-

quired that combines the best features of the two platforms that we have measured. This platform would

use the TI MSP 430 microcontroller and CC2420 radio on the Telos mote together with NAND flash stor-
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Figure 2.3. Comparison of PRESTO SARIMA models with model-driven pull and value-driven push.

age. Assuming that the component-level microbenchmarks in Table 2.1 hold for the new platform, storage

and computation would be roughly equal cost, whereas communication would be two to three orders of

magnitude more expensive than both storage and communication. We note that the energy requirements for

communication in all the above benchmarks would be even greater if one were to include the overhead due to

duty-cycling, packet headers and multi-hop routing. These comparisons validate our key premise that in fu-

ture platforms, storage will offer a more energy-efficient option than communication and should be exploited

to achieve energy-efficiency.

Component Operation Latency Energy
Stargate (PXA255) Model Estimation 21.75ms 11mJ

Telos Mote (MSP430) Predict One Sample 18µs 27nJ

Table 2.3. Asymmetry: Model estimation vs Model checking

Communication Latency: Our second microbenchmark evaluates the latency of directly querying a

sensor node. Sensor nodes are often highly duty-cycled to save energy, i.e. their radios are turned off to

reduce energy use. However, as shown in Table 2.2, better duty-cycling corresponds to increased duration

between successive wakeups and worse latency for the CC1000 radio on the Mica2 node. For typical sensor

network duty-cycles of 1% or less, the latency is of the order of many seconds even under ideal 100% packet

delivery conditions. Under greater packet-loss rates that are typical of wireless sensor networks [29], this

latency would increase even further. We are unable to provide numbers for the CC2420 radio on the Telos

mote since there is no available TinyOS implementation of an energy-efficient MAC layer with duty-cycling

support for this radio.
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Figure 2.4. Scalability of PRESTO: Impact of network size.

Our measurements validate our claim that directly querying a sensor network incurs high latency, and this

approach may be unsuitable for interactive querying. To reduce querying latency, the proxy should handle as

many of the queries as possible.

Asymmetric Resource Usage: Table 2.3 demonstrates how PRESTO exploits computational resources

at the proxy and the sensor. Determining the parameters of the ARIMA model at the proxy is feasible for

a Stargate-class device, and requires only 21.75 ms per sensor. This operation would be very expensive, if

not infeasible, on a Telos Mote due to resource limitations. In contrast, checking if the model is correct

at the Mote consumes considerably less energy since it consists of only three floating point multiplications

(approximated using fixed point arithmetic) and five additions/subtractions corresponding to Equation 2.3.

This validates the design choice in PRESTO to separate model-building from model-checking and to exploit

proxy resources for the former and resources at the sensor for the latter.

2.7.2 Performance of Model-Driven Push

In this section, we validate our claim that intelligently exploiting both proxy and sensor resources offers

greater energy benefit than placing intelligence only at the proxy or only at the sensor. We compare the

performance of model-driven push used in PRESTO against two other data-acquisition algorithms. The first

algorithm, model-driven pull, is representative of the class of techniques where intelligence is placed solely

at the proxy. This algorithm is motivated by the approach proposed in BBQ [9]. In this algorithm, the proxy

uses a model of sensor data to predict future data and estimate the confidence interval in the prediction. If

the confidence interval exceeds a pre-defined threshold (δ), the proxy will pull data from the sensor nodes,

thus keeping the confidence interval bounded. The sensor node is simple in this case, and performs neither

local storage nor model processing. While BBQ uses multi-variate Gaussians and dynamic Kalman Filters
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Figure 2.5. Scalability of PRESTO: Impact of query rates.

in their model-driven pull, our model-driven pull uses ARIMA predictions to ensure that the results capture

the essential difference between the techniques and not the difference between the models used. The second

algorithm that we compare against is a relatively naive value-driven push. Here, the sensor node pushes the

data to the proxy when the difference between current data and last pushed data is larger than a threshold

(δ). The proxy assumes that the sensor value does not change until the next push from the sensor. In general,

a pull requires two messages, a request from the proxy to the sensor and a response, whereas push requires

only a single message from the sensor to the proxy.

We compared the three techniques using Matlab simulations that use real data traces from James Reserve.

Each experiment uses 5 days worth of data and each data point is the average of 10 runs. Figure 2.3 compares

these three techniques in terms of the number of messages transmitted and mean-square error of predictions.

In communication cost, PRESTO out-performs both the other schemes irrespective of the choice of δ. When

δ is 100, the communication cost of PRESTO is half that of model-driven pull, and 25% that of value-driven

push. At the same time, the mean square error in PRESTO is 30% that of model-driven pull, and 60% that
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of value driven push. As δ decreases, the communication cost increases for all three algorithms. However,

the increase in communication cost for model-driven pull is higher than that for the other two algorithms.

When δ is 50, value driven push begins to out perform model-driven pull. When δ reaches 10, the number

of messages in model-driven pull is 20 times more than that of PRESTO, and 8 times more than that of

value driven push. This is because in the case of model-driven pull, the proxy pulls samples from the sensor

whenever the prediction error exceeds δ. However, since the prediction error is often an overestimate and

since each pull is twice as expensive as a push, this results in a larger number of pull messages compared to

PRESTO and value-driven push. The accuracies of the three algorithms become close to each other when δ

decreases. When δ is smaller than 40, model-driven pull has slightly lower mean square error than PRESTO

but incurs 4 times the number of messages.

2.7.3 PRESTO Scalability

Scalability is an important criteria for sensor algorithm design. In this section, we evaluate scalability

along two axes — network size and the number of queries posed on a sensor network. Network size can

vary depending on the application (e.g: the Extreme Scaling deployment [11] used 10,000 nodes, whereas

the Great Duck Island deployment [18] used 100 nodes). The querying rate depends on the popularity of

sensor data, for instance, during an event such as an earthquake, seismic sensors might be heavily queried

while under normal circumstances, the query load can be expected to be light.

The testbed used in the scalability experiments comprises one Stargate proxy, twenty Telos mote sensor

nodes, and an EmStar emulator that enables us to introduce additional virtual sensor nodes and perform

larger scale experiments. Messages are exchanged between each sensor and the proxy through a multihop

routing tree rooted at the proxy. Each sensor node is assumed to be operating at 1% duty-cycling. Since

MAC layers that have been developed for the Telos mote do not currently support duty-cycling, we emulate a

duty-cycling enabled MAC-layer. This emulator adds appropriate duty-cycling latency to each packet based

on the microbenchmarks that we presented in Table 2.2.

2.7.3.1 Impact of Network Size

A good data management architecture should achieve energy-efficiency and low-latency performance

even in large scale networks. Our first set of scalability experiments test PRESTO at different system scales

on five days of data collected from the James Reserve deployment. Queries arrive at the proxy as as a Poisson

process at the rate of one query/minute per sensor. The confidence interval of queries is chosen from a normal

distribution, whose expectation is equal to the push threshold, δ = 100.
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Figure 2.4 shows the query latency and query drop rate at system sizes ranging from 40 to 120. For

system sizes of less than 100, the average latency is always below five seconds and has little variation. When

the system size reaches 120, the average latency increases five-fold to 30 seconds. This is because the radio

transceiver on the proxy gets congested and the queue overflows.

The effect of duty-cycling on latency is seen in Figure 2.4, which shows that the maximum latency in-

creases with system scale. The maximum latency corresponds to the worst case of PRESTO when a sequence

of query misses occur and result in pulls from sensors. This results in queuing of queries at the proxy, and

hence greater latency. An in-network querying mechanism such as Directed Diffusion [15] that forwards

every query into the network would incur even greater latency than the worst case in PRESTO since every

query would result in a pull. These experiments demonstrate the benefits of model-driven pushes for user

queries. By the use of caching and models, PRESTO results in low average-case latency by providing quick

responses at the proxy for a majority of queries. We note that the use of a tiered architecture makes it easy to

expand system scale to many hundreds of nodes by adding more PRESTO proxies.

2.7.3.2 Impact of Query Rate

Our second scalability experiment stresses the query handling ability of PRESTO. We test PRESTO

in a network comprising one Stargate proxy and twenty Telos mote sensor nodes under different query rates

ranging from one query every four minutes to 64 queries/minute for each sensor. Each experiment is averaged

over one hour. We measure scalability using three metrics: the query latency, query miss rate, and query drop

rate. A query miss corresponds to the case when it cannot be answered at the proxy and results in a pull, and

a query drop results from an overflow at the proxy queue.

Figure 2.5 shows the result of the interplay between model accuracy, network congestion, and queuing at

the proxy. To better understand this interplay, we analyze the graphs in three parts, i.e., 0.25-4 queries/minute,

4-16 queries/minute and beyond 16 queries/minute.

Region 1: Between 0.25 and 4 queries/minute, the query rate is low, and neither queuing at the proxy

nor network congestion is a bottleneck. As the query rate increases, greater number of queries are posed on

the system and result in a few more pulls from the sensors. As a consequence, the accuracy of the model at

the proxy improves to the point where it is able to answer most queries. This results in a reduction in the

average latency. This behavior is also reflected in Figure 2.5(c), where the query miss rate reduces as the rate

of queries grows.

Region 2: Between 4 and 16 queries/minute, the query rate is higher than the rate at which queries can

be transmitted into the network. The queue at the proxy starts building, thereby increasing latency for query

responses. This results in a sharp increase in average latency and maximum latency, as shown in Figure 2.5(a).
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This increase is also accompanied by an increase in query drop rate beyond eight queries/minute, as more

queries are dropped due to queue overflow. We estimate that eight queries/minute is the breakdown threshold

for our system for the parameters chosen.

Region 3: Beyond sixteen queries/minute, the system drops a significant fraction of queries due to queue

overflow as shown in Figure 2.5(b). Strangely, for the queries that do not get dropped, both the average

latency (Figure 2.5(a)), and the query miss rate (Figure 2.5(c)) drop! This is because with each pull, the

model precision improves and it is able to answer a greater fraction of the queries accurately.

The performance of PRESTO under high query rate demonstrates one of its key benefits — the ability

to use the model to alleviate network congestion and queuing delays. This feature is particularly important

since sensor networks can only sustain a much lower query rate than tethered systems due to limited wireless

bandwidth.

2.7.4 PRESTO Adaptation

Having demonstrated the scalability and energy efficiency of PRESTO, we next evaluate its adaptation to

query and data dynamics. In general, adaptation only changes what the sensor does for future data and not for

past data. Our experiments evaluate adaptation for queries that request data from the recent past (one hour).

In our first experiment, we run PRESTO for 12 hours. Every two hours, we vary the mean of the distri-

bution of query precision requirements thereby varying the query error tolerance. The proxy tracks the mean

of the query distribution and notifies the sensor if the mean changes by more than a pre-defined threshold, in

our case, 10. Figure 2.6(a) shows the adaptation to the query distribution changes. Explicit feedback from

the proxy to each sensor enables the system to vary the δ corresponding to the changes in query precision

requirements. From the figure, we can see that there is a spike in average query latency and the energy cost

every time the query confidence requirements become tighter. This results in greater query miss rate and

hence more pulls as shown in Figure 2.6(a). However, after a short period, the proxy provides feedback to the

sensor to change the pushing threshold, which decreases the query miss rate and consequently, the average

latency. The opposite effect is seen when the query precision requirements reduce, such as at the 360 minute

mark in Figure 2.6(a). As can be seen, the query miss rate reduces dramatically since the model at the proxy

is too precise. After a while, the proxy provides feedback to the sensors to increase the push threshold and to

lower the push rate. A few queries result in pulls as a consequence, but the overall energy requirements of the

system remains low. In comparison with a non-adaptive version of PRESTO that kept a fixed δ, our adaptive

version reduces latency by more than 50%.

In our second experiment, we demonstrate the benefits of adaptation to data dynamics. PRESTO adapts

to data dynamics by model retraining, as described in Section 2.5. We use a four day dataset, and at the end of
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Figure 2.6. Adaptation in PRESTO to data and query dynamics as well as adaptation in an outdoor deployment.

each day, the proxy retrains the model based on the pushes from the sensor for the previous day, and provides

feedback of the new model parameters to the sensor. Our result is shown in Figure 2.6(b). For instance, on

day three, the data pattern changes considerably and the communication cost increases since the model does

not follow the old patterns. However, at the end of the third day, the PRESTO proxy retrains the model and

send the new parameters to the sensors. As a result, the model accuracy improves on the second day and

reduces communication. The figure also shows that the model retraining reduces pushes by as much as 30%

as compared to no retraining.

While most of our experiments involved the use of temperature traces as a substitute of live temperature

sampling, we conducted a number of experiments with a live outdoor deployment of PRESTO using one

proxy and four sensors. These experiments corroborate our findings from the trace-driven testbed experi-

ments. The result of one such experiment is shown in Figure 2.6(c). The figure shows that, over a period of

three days, as the model adapts via retraining, the frequency of pulls as well as the total frequency of pushes

and pulls falls.
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2.7.5 Failure Detection

Detecting sensor failure is critical in PRESTO since the absence of pushes is assumed to indicate an

accurate model. Thus, failures are detected only when the proxy sends a pull request or a feedback message

to the sensor, and obtains no response or acknowledgment.

Figure 2.7 shows the detection latency using implicit heartbeats and random node failures. The detection

latency depends on the query rate, the model precision and the precision requirements of queries. The depen-

dence on query rate is straightforward—an increased query rate increases the number of queries triggering a

pull and reduces failure detection latency. The relationship between failure detection and the model accuracy

is more subtle. Model accuracy depends on two factors—the time since the last push from the sensor, and

model uncertainty that captures inaccuracies in the model. As the time period between pushes grows longer,

the model can only provide progressively looser confidence bounds to queries. In addition, for highly dy-

namic data, model precision degrades more rapidly over time triggering a pull sooner. Hence, even queries

with low precision needs may trigger a pull from the sensor. The failure detection time also reduces with in-

crease in precision requirements of queries. For instance, for a query rate of 0.1 queries/minute, the detection

latency increases from 15 minutes when queries require high precision to 100 minutes when the queries only

require loose confidence bounds.

The worst-case time taken for failure detection is one day since this is the frequency with which a feedback

message is transmitted from the proxy to each sensor. However, this worst-case detection time occurs only if

a sensor is very rarely queried.

2.8 Related Work

In this section, we review prior work on distributed sensor data management and time-series prediction.
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Sensor data management has received considerable attention in recent years. As we described in Sec-

tion 2.1, approaches include in-network querying techniques such as Directed Diffusion [15] and Cougar

[27], stream-based querying in TinyDB [17], acquisitional query processing in BBQ [9], and distributed

indexing techniques such as DCS [24]. Our work differs from all these in that we intelligently split the com-

plexity of data management between the sensor and proxy, thereby achieving longer lifetime together with

low-latency query responses.

The problem of sensor data archival has also been considered in prior work. ELF [3] is a log-structured file

system for local storage on flash memory that provides load leveling and Matchbox is a simple file system

that is packaged with the TinyOS distribution [14]. Our prior work, TSAR [10] addressed the problem of

constructing a two-tier hierarchical storage architecture. Any of these techniques can be employed as the

archival framework for the techniques that we propose in this thesis.

There has been much work on model-driven data management for sensor networks. We broadly classify

them into model-driven push, model-driven pull, and fully distributed approaches. PAQ[4] and asynchronous

in-network prediction[5] are model-driven push approaches where sensors train prediction models and push

trained models to proxies for prediction. Instead PRESTO trains models on the resource-rich proxy side,

therefore can use more sophisticate models. Ken [6] is another model-driven push approach that uses repli-

cated dynamic probabilistic models. Our work differs in that we use the ARIMA models that impose much

lower computation load on the sensor side compared to the dynamic probabilistic models. BBQ [9] is a

model-driven pull approach that uses multi-variate Gaussian models to address spatial correlations, and dy-

namic Kalman filters to address temporal correlations. BBQ puts all intelligence on the proxy side, therefore

can not efficiently capture sudden change in data trend. PRIDE[7] and [8] are fully-distributed approaches

where model training, propagation, and prediction are done in completely distributed manor among sen-

sors. There is no centralized proxy control. Any sensor can answer any queries using model prediction

techniques.PRIDE replicates trained models to the whole network, while [8] replicates models along a tree.

2.9 Conclusions

In this chapter we described PRESTO, a model-driven predictive data management architecture for hi-

erarchical sensor networks. In contrast to existing techniques, our work makes intelligent use of proxy and

sensor resources to balance the needs for low-latency, interactive querying from users with the energy op-

timization needs of the resource-constrained sensors. A novel aspect of our work is the extensive use of

an asymmetric prediction technique, Seasonal ARIMA [1], that uses proxy resources for complex model

parameter estimation, but requires only limited resources at the sensor for model checking.
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Our experiments showed that PRESTO yields an order of magnitude improvement in the energy required

for data and query management, simultaneously building a more accurate model than other existing tech-

niques. Also, PRESTO keeps the query latency within 3-5 seconds, even at high query rates, by intelligently

exploiting the use of anticipatory pushes from sensors to build models, and explicit pulls from sensors. Fi-

nally, PRESTO adapts to changing query and data requirements by modeling query and data parameters, and

providing periodic feedback to sensors.
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CHAPTER 3

UTILITY-DRIVEN MULTI-USER DATA SHARING

3.1 Introduction

In the previous chapter, we address the data reduction problem when users request for raw data. Now,

we consider the more advanced multi-user sensing applications where users request for meta-data after pro-

cessing and a single sensor network has to support diverse user demands. For instance, in a radar sensor

network shown in Figure 3.1, scientists may desire access to raw data to conduct research, while meteoro-

logical applications may require data that has undergone intermediate processing, and end-users may only

need the “final processed result”. Further, a tornado detection application will require timely notifications of

important events, while other users are less sensitive to delay in sensor updates (e.g., end-users are tolerant to

slight delays in weather updates).

How to support these diverse user needs in the presence of resource constraints poses a unique design

challenge. A simple way is to handle the different user needs separately, but this model ignores one of the

most important characteristics of multi-user sensor networks — all the users of a sensor network operate

on the same data streams and the data relevant to one user can potentially be used to handle the needs of

other users. Thus, rather than separately handling user needs, an approach that jointly considers user needs

to maximize data sharing among users is better suited to make judicious use of the limited computational

and network resources. Since the workload seen by such networks can dynamically vary over time as user

needs and interests change—for instance, the workload imposed by users can increase significantly during

an intense storm or a major traffic problem—such data sharing techniques must also adapt to dynamic load

conditions.

3.1.1 Research Contributions

In this chapter, we describe a novel utility-driven architecture that maximizes data sharing among diverse

users in a sensor network. We believe that maximizing utility across diverse end-user queries using multi-

user data sharing techniques (henceforth referred to as MUDS) is a key challenge for designing more scalable

sensor networks. Our architecture is designed for hierarchical sensor networks where sensors are streaming

data over a multi-hop wireless network to a sensor proxy. These incoming data streams at the proxy are
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Figure 3.1. Multi-user Radar Sensor Networks

used to answer queries from different users. The proxy and the sensors interact continually to maximize data

sharing across queries while simultaneously adapting to bandwidth variations, and changing query needs of

users. We instantiate this architecture in the context of ad-hoc networks of wireless radar sensors for severe

weather prediction and monitoring. Our work has three main contributions:

• Multi-query Aggregation: A key contribution of our work is multi-query aggregation, where radar

data streams are shared between multiple and diverse end-user queries, thereby maximizing total end-

user utility. We demonstrate that different end-user application needs, spatial areas of interest, dead-

lines, and priorities, can be combined into a single aggregated query, thereby enabling more optimized

use of bandwidth resources.

• Utility-driven Compression and Scheduling: At the core of our system is a utility-driven progressive

data compression and packet scheduling engine at each radar. The progressive compression engine en-

ables radar data to be compressed and ordered such that information of most interest to queries is trans-

mitted first. Such an encoding enables our system to adapt gracefully to bandwidth fluctuations.The

utility-driven scheduler compares the utility of different progressively compressed streams that are in-
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tended for different sets of queries, and transmits packets such that utility across all concurrent queries

at a radar is maximized.

• Global Transmission Control: In addition to local utility-driven techniques, our system supports

global utility optimization mechanisms driven by the proxy. The proxy continually monitors the utility

of incoming data from different radars and decides how to control streams to maximize total utility

across the entire network. Such a global control mechanism enables the system to adapt to uneven query

distribution across the network, and to deal with disparities in available bandwidth among different

radars due to wireless contention. This is especially important when some nodes in the network are

observing important events such as tornadoes, and need to obtain more bandwidth than other nodes

that are transmitting data for less critical queries.

In our experiments, we measure, evaluate and demonstrate the performance of our architecture and al-

gorithms for radar sensor networks for severe weather monitoring. We have implemented the system on a

testbed of Linux machines that form an 802.11-based wireless mesh network. Using a combination of simu-

lations and experiments with real and emulated radar traces, we show that our system provides more than an

order of magnitude (11x) improvement in query accuracy and utility for a 12 node network, when compared

to an existing utility-agnostic non-progressive approach. Our system also degrades gracefully with network

size — when the network size increases from one nodes to twelve nodes, the average utility achieved by each

radar in our system only decreases by 25%, whereas the average utility of the existing NetRad[57] approach

decreases by 80%. Further, our system adapts better to bandwidth variations with only 15% reduction in

utility when the bandwidth drops from 150kbps to 10kbps.

The rest of this chapter is structured as follows. Section 3.2 provides an overview of radar sensor networks

and the challenges in these networks. Section 3.3 provides an overview of our architecture, while Section 3.4

describes the design of the key components of our architecture. Sections 3.5 describes our implementation

and evaluation. Finally, Sections 3.6 and 3.7 discuss related work and our conclusions.

3.2 Radar Sensor Networks

In this section, we provide an overview of the diverse end-user applications that use a radar sensor net-

work, followed by the formulation of the problem addressed in this thesis.

3.2.1 End User Applications

A network of weather sensing radar sensors can be used by diverse users such as automated weather mon-

itoring applications, meteorologists, scientists, teachers and emergency personnel. Several different weather

34



monitoring applications may be in use, each of which continuously requests and processes data sensed by

various radars:

• Hazardous weather detection: Applications in this class are responsible for detecting hazardous weather

such as storm cells, tornadoes, hail, and severe winds in real-time (e.g. [39]). This class of applications

focuses on sharp changes in weather patterns; a tornado detection application, for instance, looks for

sharp changes in wind speed and direction that are indicative of a tornado.

• 3D wind direction estimation: This application constructs a 3D map by computing the direction of the

wind at each point in 3D space. Since a single radar can only determine wind direction in a single

dimension (radial axis), the application needs to merge data from two or more overlapping radars in

order to estimate the 3D wind direction. Due to the need to merge data, only regions of overlap between

adjacent radars are useful, and data from other areas need not be transmitted.

• 3D assimilation: This application integrates data from multiple radars into a single 3D view to depict

areas of high reflectivity (intense rain) that occur in the region.

We note that the first application is of interest to meteorologists for real-time weather forecasting, the sec-

ond is useful to researchers, while the third is useful to emergency managers to visualize weather in their

jurisdiction. In addition to these applications, end-users may pose other ad-hoc queries for data or instantiate

continual queries that continuously request and process data to detect certain events or conditions.

3.2.2 System Model and Problem Formulation

Our MUDS radar sensing network comprises three tiers as shown in Figure 3.2 (i) applications and end-

users who pose queries and request field data, (ii) sensor proxies that act as the gateway between the Internet

and the radar sensor field, execute user queries, and manage the radar sensor network, and (iii) a wireless

network of remote radar sensors that implement utility-driven services and stream their data to the proxy.

Each radar node comprises a mechanically steerable radar attached to an embedded PC controller; the

embedded PC with dual-core Intel processor that runs Linux is equipped with 1GB RAM and a 802.11

wireless interface. A typical deployment will comprise many tens of radars distributed over a wide geographic

area. The radars are “small” and are designed to be deployed in areas with no infrastructure using solar-

powered rechargeable batteries; they can also be deployed on cellphone towers or on building rooftops where

infrastructure such as A/C power is readily available. In either case, we assume that the radars connect to the

proxy node using a multi-hop 802.11 wireless mesh network.

Each mechanically steerable radar has two degrees of freedom (θ, φ) which enable control over the ori-

entation and the altitude where the radar points and senses data. The radar scans the atmosphere by first
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positioning itself to point at an altitude φ and then conducts a scan by rotating θ degrees and scanning while

rotating. The MUDS system operates in rounds, where each round is referred to as an epoch. For this thesis,

we assume an epoch of 30 seconds. Before each epoch begins, the proxy collects all queries for a particu-

lar radar. Each query represents a request for data from a weather monitoring application (e.g., the tornado

detection) or from end-users (who may issue ad-hoc queries). A query can request any subset of the region

covered by a radar scan—for instance, a tornado detection algorithm may only request data from regions

where intense weather has been detected. Each query has a priority and a deadline associated with it, which

is then used to to assign a weight to each region that the radar can scan. The weight represents the relative im-

portance of scanning and transmitting data from the region in the next epoch.1 Thus, region-specific weights

represent collective needs of all queries that have requested data in that epoch. Although the radar follows the

30-seconds sensing epoch, the deadline of queries is determined by end-user and can be of arbitrary lengths.

A recent work[58] in radar sensor networks studies requirements from end-users like meteorologists, first

responders etc., and shows the deadlines for different queries. We use this study as a baseline for setting

deadlines for different queries in this thesis.

1For instance, a region that is not requested by any query will receive a weight of zero and need not be scanned by the radar.

36



w1U1

w2U2

w1U1 + w2U2

Utility-based 
Scheduler

Multi-query 
Aggregator

Query 1: 
3D assimilation

Query 2: 
Tornado detection

Query 1

Query 2 Query 1+2

Radar Scan

weight=2

weight=1

National Weather 
Service

Scientist

Radar Sensor

TransmitProgessive 
Compression 

Engine

...

Figure 3.3. Multiple incoming queries in an epoch are first aggregated by the multi-query aggregator at the radar. The
merged query and the radar scan for the epoch are input to the progressive encoder which generates different compressed
streams for different regions in the query. The streams are input to the utility-driven scheduler which schedules packets
across all streams whose deadlines have not yet expired.

Assuming the weights are computed before each epoch begins, the radar then scans all regions with non-

zero weights during the epoch. Each scan is assumed to produce tens of Megabytes of raw data, which is

typically much higher than bandwidth available to each radar in a multi-hop 802.11 mesh network. Thus,

the primary constraint at a radar node is bandwidth, and the radar node must determine how to intelligently

transmit the results of the scan back to the proxy.

Each proxy is assumed to be a server (or a server cluster) with significant processing and memory re-

sources. The weather monitoring applications described in Section 3.2.1 are assumed to execute at the proxy,

processing data streams from various radars in real-time. Each application is assumed to process data from

an epoch and issues per-radar queries for data that it needs in the next epoch.

Assuming such a system, this thesis addresses the following questions:

• How can the radar sensor system merge and jointly handle queries with diverse high-level needs such

as tornado detection, 3D wind direction estimation and 3D assimilation?

• Since the raw data from a scan exceeds the available network bandwidth and this bandwidth can vary

significantly over time, how should a radar node intelligently compress the raw data prior to transmis-

sion?

• How should the radar prioritize the transmission of this compressed scan result back to the proxy node

so that application overall utility is maximized?

• Since the query load on different radars can be uneven and data from some radars may be more critical

than others during intense storms, how should the proxy globally control transmissions across radars

to ensure that important data gets priority?
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The following section discusses techniques employed by the MUDS system to address these questions.

For simplicity of exposition and because optimizing the radar scan strategy is not the goal of our work, we

assume each radar points at a fixed altitude φ and performs a 360o scan of the atmosphere resulting in a

full 2D scan. It is straightforward to extend the discussion to three dimensional partial scans where both

the altitude φ and the rotation θ are varied in a scan. Also, since our focus is on multi-user data sharing

in a wireless environment, we do not focus on the design issues of long range wireless mesh networks, and

assume that existing techniques such as [34, 88] can be used.

3.3 MUDS System Architecture

The proxy and sensor in the MUDS system interact continually to maximize utility under query and

bandwidth dynamics. This interaction has four major parts: (a) a multi-query aggregation phase at the proxy

and radar to compute a single unified query per epoch, (b) progressive compression of the radar scan at each

radar by using the unified query as input, (c) a utility-driven scheduling phase at each radar where packets are

prioritized by overall utility gain, and (d) a global transmission control phase driven by the proxy to optimize

transmissions from different radars.

Multi-query aggregation: The first phase of our system operation is the multi-query aggregation phase

where multiple user queries in an epoch are combined to generate a single unified query. This is done both

by the proxy as well as the radars — the proxy uses the unified query for global transmission control, and

the radar uses it for progressive compression and scheduling. Each user query is associated with a weight, a

spatial region of interest, and a deadline. The weight of a query is dependent on the priority of the user (e.g.

the National Weather Service is a high priority user), and the priority of the query to the user (e.g. a tornado

detection query has higher priority during times of severe weather). Each query is also associated with a

spatial area of interest, for instance, the wind direction estimation query is only meaningful for overlapping

regions between radars. Queries are executed in batches — queries that arrive within a single epoch are

merged to generate a joint spatial query map that captures the needs of all concurrent queries. An example

of the spatial map that merges a tornado detection and a 3D assimilation query is shown in Figure 3.3. The

merging of queries results in their weights being accumulated for shared regions of interest. The set of queries

in an epoch is communicated by the proxy to the individual radar sensors whenever there is a change due to

the arrival of new queries.

Progressive compression: Each radar scan produces tens of Megabytes of raw data that must then be

transmitted back to the proxy node. Since the raw data rate is significantly higher than the bandwidth available

per radar on the mesh, the data rate must somehow be reduced prior to transmission. The existing NetRad[57]
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system employs a simple averaging technique to down-sample data—neighboring readings are averaged and

replaced by this mean; the larger the number of neighboring readings over which the mean is computed, the

greater the reduction in data rate. Rather than using a naive averaging technique, our system relies on the

query map to intelligently reduce the data rate using a progressive compression technique. The progressive

compression engine uses the unified query map and compresses data in two steps. First, the weights of

different regions in the map are used to split the radar scan into multiple smaller regions, such that each

region has a fixed weight and a fixed set of associated queries. Thus, the radar scan in Figure 3.3 is split into

three regions with weights 1, 2, and 3 respectively. Each of these regions is then progressively encoded using

a wavelet-based progressive encoder. The encoder compresses and orders data in each region such that most

important features in the data is transmitted first, and less important features are transmitted later. Finally, the

progressively encoded streams corresponding to different regions are input to a utility-based scheduler at the

radar.

Utility-driven packet scheduling: The utility-based scheduler schedules packets between different streams

from different epochs, and makes a decision regarding which packet to send from among the streams. This

decision is based on the weight associated with the stream and the utility of the packet to the queries that are

interested in the stream. For example, stream 3 in Figure 3.3 is of interest to both queries; therefore transmit-

ting a packet improves the utility for both the queries. In order to compute the utility of a packet, the radar

uses a priori knowledge of how application utility relates to the mean square error (MSE) of the data. This

provides a mechanism for the scheduler to observe error in the compressed raw data and determine how this

error would translate to application error. As we describe later, the mean square error of the data influences

utility in different ways for different applications. The scheduler computes the total benefit (computed as

the product of marginal utility of the packet and weight assigned) that would result from transmitting the

first packet from each stream, and picks the stream with greatest increase in benefit. Figure 3.4 provides an

illustration of the scheduling decision. In the example, 66% of the first stream has been transmitted but only

33% of the second stream has been transmitted. Therefore, the difference in mean square error is likely to

be higher by transmitting a packet from the second stream. However, there are two additional factors to con-

sider. The first stream corresponds to a tornado detection query, which requires high resolution data in order

to precisely pinpoint the location of the tornado, whereas the second stream corresponds to a 3D assimilation

query and 3D wind direction estimation queries, each of which needs only less precise data. On the other

hand, a packet from the second stream is useful to two concurrent queries, whereas a packet from the first

stream is only useful for tornado detection. Thus, the decision of what packet to choose depends on the mean

square error of the data, number of queries interested in the data, weights of the queries, and importantly, the

utility function of the queries.
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Figure 3.4. In this scenario, 66% of stream 1 and 33% of stream 2 have been transmitted. The scheduler determines
the marginal utility of transmitting a packet from each of the streams for the applications interested in the streams and
decides which packet to transmit next.

Global Transmission Control: While the progressive encoding and utility-driven scheduling at each

sensor optimize for multiple queries at a single radar, there is a need for global control of transmissions to

maximize overall utility across the network because radars within the same wireless contention domain share

the wireless media and contend with each other while transmitting. In particular, this is useful when queries

are not evenly distributed across the network, and some nodes that are handling higher priority queries need

more bandwidth than others. In this case more bandwidth should be allocated to the radars that are achieving

higher marginal utility. The proxy uses a simple global transmission control policy where it monitors the

marginal utility of incoming packets from different radars. If there is a great imbalance in the marginal utility

of streams from different radars, it notifies the radar with lower marginal utility to stop its stream temporarily.

This has the effect of reducing contention in the network, especially at nodes close to the proxy, thereby

potentially enabling a radar with more important data to obtain more bandwidth to the proxy.

3.4 MUDS System Design

We describe each component of the MUDS architecture in greater detail in this section.

3.4.1 Multi-Query Aggregator

The multi-query aggregator is central to the data sharing goals of our system. Aggregating multiple user

queries into a single aggregated query has two benefits. First, it minimizes the number of scans performed

by the radar (which is time and energy-intensive) since each radar scan is used to answer a batch of queries.

Second, it allows the data in a single scan to be transmitted once but shared to answer multiple queries,

thereby maximizing query utility in limited bandwidth settings. In contrast, a system that scans and transmits

data separately for each query would be extremely inefficient both due to increased scanning overhead, as

well as the duplication of data transmitted.
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The proxy batches all queries that are posed in each epoch, and at the beginning of the next epoch, it

sends to each radar a list of queries that require data from that radar. An alternative model could have been

for the proxy to merge the queries and transmit only the merged query to the radar sensor, but we eschewed

this option since it would consume more bandwidth than just sending the queries to the radar. Each query is

specified by a 4-tuple <QueryType, ROI, Priority, Deadline> that shows the type, region of interest, priority,

and the deadline of the query. In our system, the region of interest is represented by a sector or a rectangle

for simplicity, although our approach can be easily extended to handle more arbitrary regions of interest. The

priority can be either specified by the query or implicitly specified by the proxy — for instance, if the user is

a high priority user like the National Weather Service — or can be determined as a combination of the two.

The multi-query aggregator then combines multiple user queries into a single aggregated query plan. The

query plan that is generated is a spatial map in which the spatial area corresponding to the region covered by

the radar is pixelated. For each pixel in the scan data, the corresponding pixel in the query plan is a list of

3-tuples <QueryType, Weight, Deadline>, that show the type, weight, and the deadline of queries interested

in data sensed at that pixel.

The weight value of a pixel for each query represents the “importance” of transmitting data sensed from

that pixel to that query. We use a heuristic for determining pixel weights in order to maximize application

utility. Let pi, Ii , and di represent the priority, the region of interest, and the deadline of query i. Priority

pi is represented as a scalar value; region of interest, Ii, is represented as a 2D map where Ii(u, v) is 1 if the

pixel (u, v) is within the region of interest of i, and 0 otherwise; and deadline, di is in seconds.

Let wi(u, v) represent the weight of pixel (u, v) for query i. We would like the following three criteria to

be satisfied: i) the weight for the pixel should be greater if the query has higher priority than other queries,

ii) the weight for the pixel should be greater if the query’s deadline is shorter than other queries since higher

weight will result in the data being transmitted first, and iii) the weight for the pixel should be zero if the pixel

is not in the region of interest of query i. Thus, the weight wi(u, v) is defined as:

wi(u, v) = piIi(u, v)
1
di

(3.1)

3.4.2 Progressive Compression Engine

Data compression is an integral component of rich sensor networks where the data rates can be consid-

erably higher than available bandwidth. In our system, we use progressive encoding to compress raw data.

Progressive compression of data yields two benefits: (a) it enables the system to use all available wireless

bandwidth to transmit data, thereby adapting to bandwidth fluctuations, and (b) it enables us to order data

packets based on utility of data to queries, thereby maximizing overall utility.
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Progressive encoding (also known as embedded encoding) compresses data into a bit stream with increas-

ing accuracy. This means that as more bits are added to the stream, the decoded data will contain more detail.

In our system, we use a wavelet-based progressive encoding algorithm called set partitioning in hierarchical

trees (SPIHT) [53]. The choice of a wavelet encoder is well-suited for radar data processing applications

since meteorological tornado detection algorithms use wavelet-based processing in order to detect disconti-

nuities in reflectivity and velocity signals [35, 43]. Moreover, SPIHT orders the bits in the steam such that

the most important data is transmitted first. Thus, the decoded data can achieve high fidelity even with few

packets transmitted.

We provide a brief overview of the SPIHT algorithm next (refer [53] for a detailed discussion). The

input data for the algorithm is assumed to be a two-dimension matrix. Before SPIHT encoding, the matrix

is first transformed into subbands of different frequencies using the wavelet transform. Then the subbands

are formed into a pyramid in ascending order of frequency from top to bottom. The subband with the lowest

frequency is on the top of the pyramid. A hierarchical tree is built on the pyramid, naturally defines the

spatial relationship on the pyramid. Each node of the tree corresponds to a pixel in current subband. Its direct

descendants correspond to the pixels of the same spatial orientation in the subbands in next higher frequency

of the pyramid. The SPIHT encoding iterates through the hierarchical tree starting from the root node. In

each iteration, the most significant bit of each node is output into a stream and is removed from that node.

In the generated stream, the most important data is at the head of the stream because most natural images

like photos or radar scans have energy concentrated in the low frequency components so the significance of a

point decreases as we move from the highest to the lowest levels of the tree.

Besides generating the progressive stream, the SPIHT encoder also generates an incremental trace of the

encoded stream that shows what the mean square error of the decoded data would be after sending each byte

of the stream. As described in the next section, this feature is essential to perform utility-driven scheduling

of packets.

We made a few modifications to the standard SPIHT encoder to adapt it to our needs. The progressive

encoding engine in our system first splits each scan into multiple regions such that all pixels in a region share

the same list of three tuples, <QueryType, Weight, Deadline> in the aggregated query map. Although this

may result in an exponential number of regions with respect to the number of queries in the worst case, in

practice we find the number of regions to be small for radar queries. Each of these regions is encoded to

generate a progressively compressed stream per region. One practical problem is that the standard wavelet

transform that expects a square matrix, but each region can be of arbitrary shape. To deal with this, we use a

shape adaptive wavelet coding scheme[54] to encode each region. The shape adaptive wavelet coding encodes

arbitrarily shaped object without additional overhead, i.e., the number of coefficients after the transform is
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identical to the number of pixels in the original arbitrarily shaped object. After the encoding, the generated

streams are buffered and fed into the local transmission scheduler.

3.4.3 Local Transmission Scheduler

At any given time, a radar may have multiple streams that are buffered and being transmitted by the

local transmission scheduler. The goal of this scheduler is to optimize the transmission order of the data

in the streams in order to maximize overall application utility despite fluctuating bandwidth conditions. We

describe this in detail next.

Each stream buffered by the scheduler comprises packets of the same length (1KB in our implementation).

The local transmission scheduler optimizes the transmission order of the packets based on their marginal

utility to the set of queries corresponding to the stream. The marginal utility of a packet is the increase

in utility resulting from the transmission of that packet. Informally, the utility of a prefix of a stream is

determined by the application error that results from decoding and processing that prefix.

Formally, let p denote some prefix of a stream and let i denote a query corresponding to that stream. The

utility Ui(p) of p to query i is given by

Ui(p) =

 wi if erri(p) < req erri(p)

wi
max erri(p)−erri(p)

max erri(p)−req erri(p) if erri(p) ≥ req erri(p)
(3.2)

where wi is the weight of the query i; erri(p) is the application error that results from decoding and

processing p; max erri(p) is the maximum value of the application error (computed as the error corresponding

to a 1KB prefix of the stream); and req erri(p) is the error value below which the user is satisfied with the

result. Thus, the utility decreases linearly with the application error and stops decreasing when the user-

specified limit is reached. The marginal utility of a packet to a query is the difference in utility to the query

just before and after sending the packet.

How does the scheduler compute the application error erri(p)? It is impractical for the scheduler to

measure erri(p) by running the application on each prefix of the stream because of the huge computation

overhead of decompressing data and executing the application. Thus, we need a simple and accurate method

to determine erri(p) given just the compressed stream. One possibility is to use a data-agnostic metric such

as the compression ratio as an indicator of application error. However, since the progressive encoder could be

encoding different scans with very different features, this metric is only weakly correlated with application

error.

Fortunately, our empirical evaluation confirms that a data-centric metric, the mean square error of the data

stream, is highly correlated to the application error. We leverage this observation to estimate application error
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as follows. We seed the scheduler with a function seed erri(mse) that maps mean square error of the decoded

data to application error. Such a function is generated a priori for each application using training data from

past radar scans. In the training procedure, scans are compressed into a progressive stream using the SPIHT

compression algorithm. The stream is cut off at different prefix lengths, giving us decoded data of varying

fidelity. For each such prefix, the application is run on the decoded data, and the error of the decoded data as

well as the application error are measured. Based on this measured data, we build a function seed erri(mse)

for each application and seed each radar with this function.

Finally, during regular operation, the scheduler needs to compute mse corresponding to the decoded prefix

just after sending the packet. The mse can be obtained from the error trace generated by the progressive

compressor as described in Section 3.4.2. The scheduler estimates erri(p) as seed erri(mse) by simply

performing a lookup table. The weight of the query wi is incorporated in Equation 3.2 so that more urgent

queries have higher utility. Note that by construction, all pixels in a region have the same weight.

The total marginal utility of a packet x is its marginal utility across all queries corresponding to the stream.

To understand this, suppose there are m queries corresponding to a stream. Let Ui(p) be the utility of prefix

p to query i just before sending packet x, and Ui(p+x) just after. Then, the overall marginal utility of packet

is given by

∆U(p) =
∑

i=1···m
(Ui(p + x)− Ui(p)), (3.3)

where the operator ‘+’ denotes extending the prefix to include the next packet. Based on Equation 3.3

the scheduler can calculate the marginal utility of the packet at the head of each stream. Given the utility,

the scheduler picks in each round the packet with maximum marginal utility across all packets at the heads

of existing streams, and transmits that packet. Such a scheduling algorithm can be implemented efficiently

in practice. First, we note that packets within a stream are already present in order of decreasing marginal

utility, so only the packet at the head of each stream needs to be examined for a scheduling decision. The

marginal utility of the packet at the head of each stream can be computed efficiently with a small number

of table lookups — one lookup to identify the MSE difference resulting from transmitting the packet, and

one lookup per query to identify the marginal utility for the query from decoding the packet. Finally, the

packet with the highest marginal utility across all streams needs to be chosen. Since the number of streams

is small, our implementation simply uses a linear insert and search procedure; it is straightforward to use a

heap instead.

The above packet scheduling algorithm achieves the maximum total utility across all the concurrent

streams at each point in time if U(p) is concave, i.e., the marginal utility is strictly decreasing. This can
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be proved by reducing it to the knapsack problem[59]. Our empirical evaluation confirms that the marginal

utility decreases with the length of the progressively encoded stream.

Example: We exemplify our methodology for computing the seed err() function for the three appli-

cations. We first consider tornado detection. This application uses a clustering-based technique to detect

tornadoes, and generates the centroids and intensities of each tornado. In order to determine the error in

tornado detection, we run the application on scans that were decoded after compressing them to different

compression ratios. Let the data MSE for a decoded scan be mse1. There are three cases to consider to deter-

mine seed err(mse1). First, if the result on the decompressed scan detects a tornado, t, within 300m of the

result on the raw scan, then this is a positive result. The choice of 300m as the threshold for positive detection

was made based on discussions with meteorologists. In this case, tornado detection error tornado err(t) is

computed as follows: tornado err(t) = |(RI(t)− DI(t))| · d(t)
300 where RI(t) is the intensity of the tornado as

determined from processing the raw data, DI(t) is the intensity from processing the decoded data, and d(t)

is the distance between the actual centroid from the raw data, and the computed centroid from the decoded

data. Second, if a tornado, t, is detected in the decoded scan but no tornado is detected in the raw scan within

300m, then it is considered a false positive. In this case, tornado err(t) = DI(t). Finally, if a tornado, t, is

detected in the raw scan but no tornado is detected within 300m of its centroid in the decoded scan, then this

is considered a false negative, and tornado err(t) = RI(t).

The total error, seed err(mse1) is the sum over of the above errors over all tornadoes detected in the raw

scan and the compressed scan. Determining the error function for the 3D wind direction estimation and 3D

assimilation applications is more straightforward. Here, the applications are run on the raw radar scan and

the decompressed scan, and the mean square error of the difference between these results is used as the error

for the application.

3.4.4 Global Transmission Control

While the local transmission scheduler uses the weight map to optimize what order to transmit packets

from each radar, the global transmission controller performs a decision across all the concurrent streams

on all the radars. Radars compete with each other for wireless bandwidth in a number of ways: (i) radars

within the same wireless contention domain contend with each other when transmitting, (ii) in multi-hop

communication, all the nodes in the same routing branch share the bandwidth of a forwarding node, and (iii)

the proxy’s incoming bandwidth is shared among all the radars in the network. As a result, maximizing local

utility at each radar may not optimize global utility across all radars in the network. A radar with higher

utility data might have much lower available bandwidth than a radar with lower utility due to a number of

factors.
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This necessitates global control of transmissions from radars, in addition to local utility optimization.

Global transmission control in wireless networks has been the subject of significant work (e.g. [41]). Most of

these approaches use the idea of a conflict graph that captures the interference patterns between nodes in the

network. Such a conflict graph can be used as the foundation for scheduling transmissions from nodes such

that spatial reuse is maximized, in addition to throughput.

While the use of conflict graphs is the subject of our future research in the area, we use a simple but

effective heuristic in this work. In our approach, the proxy monitors the incoming streams from the radars,

and stops the transmission of streams that will not improve overall utility much. Specifically, the proxy stops

a stream when its utility reaches 95% of its maximal utility. The proxy knows the maximum utility since it

has a locally generated version of the aggregated query plan. Since utility is a concave function of the length

of the transmitted data stream, the utility of a stream grows very slowly after having achieved 95% of its

maximal value. Therefore stopping the stream does not affect overall utility significantly. However, stopping

a stream can benefit other streams since there will be less channel contention, and less forwarded data to

the proxy. We experimentally demonstrate the effectiveness of such a threshold-based global transmission

control in Section 3.5.

3.5 Experimental Evaluation

In this section, we evaluate the performance of our system using a radar trace-driven prototype imple-

mentation as well as trace-driven simulations. We use two data traces in our experiments. The first is the

Oklahoma dataset collected from a 4-radar testbed deployed in Oklahoma (obtained from meteorologists

[33]). Each radar in the testbed generates 107MB Doppler readings per 360-degree scan every 30 seconds.

We collected 30 minutes of trace data from each radar. To obtain a larger scale dataset for scalability exper-

iments, we also obtained an emulated radar data set generated by the Advanced Regional Prediction System

(ARPS) emulator. The ARPS emulator is a comprehensive regional-to-stormscale atmospheric modeling sys-

tem designed by the Center for Analysis and Prediction of Storms, which can simulate weather phenomena

like storms and tornadoes, and generate data at the same rate as the real radars in the Oklahoma testbed. We

emulated 12 radars in the emulator and collected 30 minutes of trace data from each of them. We refer to

this trace as the ARPS dataset. The ARPS emulator takes days to generate a 30 minute trace, hence larger

traces were prohibitively time consuming. Note that the actual raw data from radars can be up to an order of

magnitude larger than the two datasets that we used. We were limited to collecting smaller datasets by the

bandwidth and storage capacity in the Oklahoma network, and the speed of the ARPS emulator.
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Proxy

Figure 3.5. The routing topology of a 13-node wireless testbed with one proxy and twelve emulated radars.

Our radar network prototype comprises 13 radar nodes, each emulated by a Apple Mac Mini computer

with an 802.11 b/g wireless card. We manually configure the nodes into a 3-hop wireless topology (shown in

Figure 3.5) by setting their routing tables appropriately. The proxy is a server running a proxy process that

collects data from radars and processes user queries. The other twelve nodes run radar processes that encode

and transmit radar data. To simplify our protocol design, we use TCP as our transmission protocol, since the

progressively stream needs to be received reliably and in-order for decoding. Two TCP/IP connections are

built between each radar and the proxy—one for transmitting data from the radar to the proxy, the other for

sending control information from the proxy to the radar. The progressive compression engine was adapted

from the open-source QccPack library [38] that provides an implementation of SPIHT for images.

To evaluate performance of individual components of our system under controlled conditions, we aug-

ment prototype experiments with simulations using real traces. In order to evaluate the query process-

ing performance of our system, we implement a query generator. Each generated query is a 4-tuple <

Type, ROI, Deadline, Priority >. The Type field is the application type which can be tornado detec-

tion, wind direction estimation or 3D assimilation. The ROI field shows the query’s region of interest which

is represented by a sector of the radar’s circular sensing range. The Deadline field represents the query’s reply

deadline in seconds. The Priority field represents the query’s priority, which is determined by the user’s pref-

erence to this query. We implemented two query arrival models: (i) a Poisson arrival model in which queries

arrive at each radar as a Poisson process with configurable average arrival rate, (ii) a deterministic model in

which queries arrive at each radar in fixed order at fixed rate. For the tornado detection query, we designed a

additional model, in collaboration with meteorologists, that models query patterns during a tornado. In this

model, the priority of the tornado query, and the nodes on which it is posed depends on where the tornado is

predicted to be localized.

3.5.1 Determining the Utility Function

At the core of our system is a utility function that captures application-perceived utility as a function of

the mean square error of data being transmitted by the radars. To evaluate the utility functions for the three

applications, we ran the applications on lossily compressed versions of the Oklahoma dataset. We lossily
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Figure 3.6. Utility functions for the three applications are derived by compressing and evaluating application perfor-
mance on traces from the Oklahoma dataset.

compress the data traces to 1
2i of original size with i ranging from 1 to 13. For each of these compression

ratios, we measure the mean square error of the resulting data after decompression, as well as the application

error after executing it on the decompressed data. Given the application error, the utilities for the applications

are generated using Equation 3.2. Here we use fixed user requirement Euser in the experiments so that the

utility functions only need to computed once. We fit piece-wise linear functions to utility functions, and use

these functions as the utility functions in the rest of our experiments. The graph on the top of Figure 3.6

shows the piece-wise utility functions of the three applications obtained from our empirical evaluation. The

bottom graph shows an example of how this utility function would translate to actual number of packets when

a scan is compressed.
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3.5.2 Impact of Weighting Policy

The weight value of a pixel quantifies the importance of data sensed from that pixel to the queries. In

MUDS system, we use Equation 3.1 to determine the weight of a pixel, in which the area of interest of the

query, its priority as well as its deadline are taken into account. We compare this policy against three other

weighting policies. We use a policy that only takes the area of interest into account, i.e. wAOI = Ii(u, v),

as a baseline of our comparison. Then we consider two variants of our policy: i) wdeadline = Ii(u, v)/di in

which the area of interest and the deadline are taken into account, and iii) wpriority = Ii(u, v)pi in which the

area of interest and the priority are taken into account.

We evaluate the four policies using trace-driven simulations with the Oklahoma dataset. Table 3.1 shows

the average utility per epoch achieved using different weighting policies. The weighting policy used in

MUDS performs the best and achieves 1.6 folds more utility than the baseline, while the priority-based policy

achieves 30 percent more utility than the deadline-based policy, which shows that the priority has higher

impact than the deadline. This comparision demonstrates that our weighting policy decently quantifies the

importantce of data.

Policy wAOI wdeadline wpriority wMUDS

Utility 0.612 0.783 0.976 1.633

Table 3.1. Comparision of different weighting policies.

3.5.3 Performance of Progressive Compression

In this section, we evaluate two main benefits of the SPIHT progressive compression algorithm: (i) higher

compression rate, and (ii) adaptation to bandwidth fluctuation.

3.5.3.1 Compression Efficiency

The extreme data generation rates of radar sensors makes compression an essential component of radar

sensor system design. In this section, we compare the compression efficiency of the SPIHT algorithm that we

employ against an averaging compression algorithm that is currently used in the NetRad radar system. Each

radar scan is represented as a matrix of gates x azimuths, where the radial axis is divided into gates, and the

angular dimension is divided into azimuths. The averaging compression algorithm compresses data simply

by averaging along the azimuth dimension. In order to compress data n times, the averaging compression

algorithm averages values from n adjacent azimuths in the same gate position . The compressed data has n

times fewer azimuths than the original data.
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Figure 3.7. Comparison of SPIHT progressive compression against averaging compression. Each algorithm compresses
data to the size that can be transmitted in one epoch for a given bandwidth.

We compare the two compression algorithms using trace-driven simulations with the Oklahoma dataset.

Each scan in the trace is compressed to the size s that can be sent in one epoch (30 seconds) under a fixed

bandwidth B, i.e., s = 30 ·B. The MSE of the compressed data is measured for different bandwidth settings

ranging from 10kbps to 500kbps. Figure 3.7 shows MSE as a function of bandwidth. With increasing

bandwidth, the MSE of the SPIHT algorithm decreases much more quickly than the averaging algorithm

since SPIHT captures the key features of the radar scan using very few packets. Even at extremely low

bandwidths such as 20kbps, the MSE of the SPIHT compressed stream is 20, whereas the MSE of the same

stream with averaging compression is an order of magnitude higher at 200. This shows that SPIHT is an

extremely efficient compression scheme for radar data.

3.5.3.2 Bandwidth Adaptation

Next, we evaluate the ability of SPIHT to adapt to bandwidth fluctuations. SPIHT adapts to fluctuations

naturally because of its progressive feature, i.e., data can be decoded progressively without receiving the en-

tire compressed data stream. We compare it against a non-progressive compression algorithm under different

levels of bandwidth fluctuation. The non-progressive algorithm is implemented by simply removing the pro-

gressive feature from SPIHT. In other words, the non-progressive SPIHT encoder first estimates how much

bandwidth is highly likely to be available until the deadline of the stream, and would compresses data to that

size before transmission. The data can be decoded by the proxy only after the entire compressed stream is

received since no partial decoding is possible.
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Unlike progressive compression where the receiver can decode even a partially transmitted stream, a non-

progressive compression-based scheme has to rely on a conservative estimate of the available bandwidth to

ensure the compressed data can be fully transmitted and received before the query deadline. We use a moving

window estimation algorithm in our implementation. The non-progressive encoder considers a window of

bandwidth values in last w epochs. The values are sorted in descending order and the 95th percentile value is

taken as the estimated bandwidth. We use a window size of 20 in the experiments.

We perform a trace-driven simulation using the Oklahoma dataset where the available bandwidth in each

epoch is chosen from a normal distribution with mean 40kbps. The standard deviation of the distribution

is varied from 0kbps to 25kbps in steps of 5, and the resulting MSE from the two schemes is measured.

Figure 3.8 shows MSE of the decoded data as a function of the standard deviation of the distribution. At

a standard deviation of zero, the two compression algorithms achieve the same accuracy since they utilize

the same amount of bandwidth. As the standard deviation increases, the bandwidth utilized by the non-

progressive algorithm drops quickly, because it estimates available bandwidth conservatively. Therefore, the

accuracy of the non-progressive algorithm degrades much more quickly than the progressive algorithm. For

the highest standard deviation, the MSE of the non-progressive algorithm is four times more than that of the

progressive algorithm.

Figure 3.9 gives us a time-series view of how bandwidth fluctuation impacts the two schemes. While

the non-progressive scheme has high MSE due to its conservative estimate, the MSE for the progressive

compression scheme follows the fluctuations in bandwidth since it is able to exploit the entire available

bandwidth. The R-value for the bandwidth and MSE time-series for the progressive algorithm is −0.79,

indicating robust anti-correlation: i.e. bandwidth is inversely correlated to the MSE.

3.5.4 Performance of Data Sharing

In multi-user sensor networks with diverse end-user needs, sharing data among queries greatly improves

utility of the system. We evaluate the ability of our system to handle two types of data sharing: i) queries

with identical regions of interest but with different deadlines, and ii) queries with identical deadlines but with

overlapping regions of interest.

3.5.4.1 Temporally Overlapping Queries

We first consider the case where queries have the same region of interest but have different deadlines. In

this case, the progressive compression engine generates a single progressively compressed stream for both

queries. The query processor decodes the compressed stream as it is received, and processes the two queries

when their deadlines arise. In contrast, a system using non-progressive compression cannot easily share data
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Figure 3.8. Comparison of progressive compression against non-progressive compression for different levels of band-
width fluctuation. Bandwidth fluctuation follows a normal distribution with mean 40kbps; standard deviation is varied
from 0kbps to 25kbps.

between queries. We compare our approach against a non-progressive compression scheme in which data is

compressed and transmitted separately for each query individually.

We evaluate the two schemes using trace-driven simulations with the Oklahoma dataset. Two queries—

tornado detection and 3D assimilation—arrive at a radar every two epochs. They have different deadlines but

both ask for all the data from a 360-degree scan. The tornado detection query has a deadline of one epoch,

and the 3D assimilation query has a deadline of two epochs. Figure 3.10 shows the utility of the two schemes

as bandwidth is varied from 10kbps to 100kbps. At bandwidth of 10kbps, our system achieves five times

the utility of the non-progressive scheme. As the bandwidth increases, both schemes can get significant data

through to the proxy, therefore the relative utility gains from our system reduces.

3.5.4.2 Spatially Overlapping Queries

We next evaluate our system’s ability to handle queries with the same deadline and overlapping regions

of interest. Regions that are of interest to multiple queries are weighted higher than regions of interest to just

one query, and are therefore transmitted earlier and with higher fidelity than regions that are only of interest

to one of the queries. We compare our scheme to a scheme without data-sharing. For the non-data-sharing

scheme, data for different queries are sent separately even when there is overlap between the queries. We

consider two queries, tornado detection and 3D assimilation, each of which requires data from a 180-degree

sector. The degree of overlap between the regions of interest for the two queries is varied from 0 degrees to

180 degrees in steps of 30 degrees.
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Figure 3.9. Time series of bandwidth and MSE of decoded data. Bandwidth fluctuation follows a normal distribution
with mean value at 40kbps and standard deviation of 25kbps.

Figure 3.11 shows the end-user utility achieved by our scheme and the non-data-sharing scheme as the

angle of overlap of the two queries is varied. As the angle of overlap increases, the utility gain from our

scheme increases. For an overlap of 180 degrees (maximum overlap), our scheme achieves 21% higher

utility than the non-data-sharing scheme.

3.5.5 Performance of Local Scheduler

We now evaluate the benefit of the local transmission scheduler, which always transmits the packet with

the highest utility gain first. We compare this approach against an approach that uses a random transmission

scheduler, which picks packets randomly from heads of the data streams. In the experiments, we simulate one

radar and one server and control the available bandwidth. The tornado detection, wind direction estimation,

and 3D assimilation queries arrive in round robin order at the radar at the beginning of each epoch. All
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Figure 3.10. Performance for temporally overlapping queries. Two queries with different deadlines but same region of
interest arrive at the radar every two epochs.

queries have the same priority and the same deadline of three epochs. We run the two systems at bandwidth

ranging from 10kbps to 150kbps, and seeded with the Oklahoma dataset.

Figure 3.12 shows the average utility per epoch as a function of bandwidth. For bandwidth lower than

150kbps, the utility-driven scheduler always achieves higher utility than the random scheduler, with as much

as 100% increase in utility at low bandwidth. As bandwidth increases, the utilities of the two systems become

closer. Our system performs better under low bandwidth conditions because the most important data are

always sent in the first packets. When bandwidth is high enough to send all data in high fidelity, e.g., at

150kbps, there is negligible benefit from utility-driven scheduling.

3.5.6 Performance of Global Control

Having evaluated the performance of local transmission control, we next consider global transmission

control by the proxy. Such an optimization is beneficial when there is an imbalance in query load across

different regions in the network. We designed an uneven query pattern as follows - a tornado detection query

with priority=3 arrives at each radar which is i-hops (i varies from 1 to 3) away from the server in each epoch,

while each of the other radars has a wind direction estimation or 3D assimilation query with priority=1 in

each epoch. We use the testbed consisting of one server and twelve radars as shown in Figure 3.5. Each radar

in the testbed is seeded with a radar trace from the ARPS dataset.

Figure 3.13 shows the average utility per epoch with increasing number of hops from the proxy. The

utility decreases for both of the approaches as queries with high priority arrive at nodes farther from the

proxy. This is because nodes on the edge of the routing topology usually have less available bandwidth
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Figure 3.11. Evaluation of the impact of data sharing on utility. Two applications, tornado detection and 3D assimila-
tion, with overlapping sectors are considered.

than nodes closer to the proxy, as packet loss probability increases as packets travel more hops. Thus, a

query arriving at an edge node cannot achieve high utility because of the limited bandwidth, therefore, the

contribution of the tornado detection query to the overall utility is reduced. However, the global control-based

approach degrades much slower than the approach without global control. For instance, when the tornado

query is posed three hops from the proxy, the global control-based approach achieves twice the utility of the

approach without such control. This shows that global transmission control provides a simple but effective

approach to deal with imbalanced query loads.

3.5.7 System Scalability

Until now, we have characterized the performance of individual components of our system. We now turn

to full system measurement and evaluation on our testbed. Our goals are two-fold: i) to demonstrate that

our system as a whole scales well with network size and number of queries per epoch, and, ii) to provide a

breakdown of the utility gains provided by the different components of our system.

3.5.7.1 Impact of Network Size

Our first set of scalability experiments test our system at different network scales. In the experiments we

use different number of nodes in the testbed shown in Figure 3.5 — the one and four node experiments are for

a one hop topology, the eight node experiments are for a two hop topology, and the twelve node experiments

are for a three hop topology. Each radar is seeded with data traces from the ARPS dataset.
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Figure 3.12. Comparison of utility-driven scheduling against random scheduling.

The query distribution for our experiments was designed, in collaboration with meteorologists, to re-

alistically model query patterns during a tornado. The three queries — tornado detection, wind direction

estimation, and 3D assimilation — arrives at each radar as a Poisson process with average arrival rate of one

query per three epochs and standard deviation of one query per epoch. The wind direction estimation queries

and 3D assimilation queries are assigned weights of one or two randomly.

The priority of the tornado query, and the nodes on which it is posed depends on where the tornado is

predicted to be. Meteorologists use tracking algorithms such as Extended Kalman Filters to track tornado

trajectories, thereby predicting its likely location. Therefore, in our query model, we assume that the priority

of tornado detection queries is three on radars where the tornado is predicted to be observed by the tracker,

and is one otherwise. To generate this query pattern, we use a visual estimate from the ARPS emulator data

to determine the likely centroid of the tornado.

We compare four schemes in this experiment. The existing NetRad system with averaging compression

and conservative bandwidth estimation (described in Section 3.5.3.2) provides us a baseline for comparison.

Then, we consider three variants of our system: first, we turn on progressive compression only, then we turn

on progressive compression as well as local transmission scheduling, and finally, we include global control

as well. Figure 3.14 shows the average utilities per epoch of NetRad and the three variations of our system.

For small networks (1 or 4 nodes), our gains over the NetRad system are primarily due to progressive

compression. For instance, when there is only one radar in the network, just the addition of progressive

compression gives us 3x as much utility as the NetRad scheme. Both local scheduling and global control

have limited impact for the one and four node network settings, because there is limited contention and
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Figure 3.13. Performance of global transmission control. Utility is shown for differing numbers of hops from the proxy
to nodes having high-priority queries.

considerable available bandwidth from each node to the proxy. Thus, at a network size of one, the addition

of local scheduling achieves only 4% more utility than just having progressive compression. Global control

has no impact at network size 1, and limited impact at network size 4.

As system size increases, contention between nodes also increases. There is less available bandwidth per

radar and more bandwidth fluctuation due to increased contention and collisions, and consequent variations

in TCP window size. As a result, both local scheduling as well as global control give more gains. The benefit

from these schemes increases with growing network size. For instance, the addition of local scheduling to

progressive compression increases utility from 15% at network size four to 38% at network size 12. The

inclusion of global control improves utility by only 4% at network size 4, but provides a 30% improvement

at network of size 12.

Another point to note is the increasing difference in performance between the NetRad scheme and our full

system. With all three techniques enabled, our system achieves more than an order of magnitude improvement

in utility over the NetRad system for network size at 12. As network size increases from one to twelve, the

utility of our system only decreases by 25%, whereas the utility of NetRad decreases by 80%; this comparison

demonstrates the scalability of our system.

3.5.7.2 Impact of Query Load

Our second scalability experiment stresses the query handling ability of our system. We compare our

system against the NetRad system under different query loads. Since the query processor aggregates the

same type of queries into a single query in each epoch, there are at most three queries posted on each radar
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Figure 3.14. Scalability to network size. Breakdown of contribution of each component of our system to the overall
utility.

per epoch. We run the experiments on the wireless testbed at network size 12. Each radar node is seeded

with a data trace from the ARPS emulator. We use constant query arrival rate in the query distribution for

our experiments. In each epoch at most three queries of different types arrive at each radar. The priorities

of the wind direction estimation queries and 3D assimilation queries are assigned one or two randomly. The

priority of tornado detection queries is three on radars which the tornado is predicted to be observed by the

tracker, and is one otherwise. We evaluate the two systems under different query rate ranging from one to

three queries per epoch.

Figure 3.15 shows the average utility per query as a function of query rate. In our system, as the query

rate increases, each query still gets data with sufficient accuracy to achieve high utility. Thus, the utility of

NetRad system decreases by 25% when the query rate increases from one to three, whereas the utility of our

system only decreases by 15%. This demonstrates the scalability of our system to high query load.

3.6 Related Work

We discuss related work not covered in previous sections.

Radar Sensor Network: The work most related to MUDS is the Meteorological Command and Control

(MC&C)[56, 48, 49] system deployed in NetRad radar network that schedules sensing tasks of radars. MC&C

allocates resources such as beam position to satisfy end-user’s needs. Based on the sensing schedules from

MC&C, our MUDS system optimizes data transmission to maximize the total utility gain.

Multi-query Optimization: A few approaches have addressed multi-query optimization in sensor networks

[45, 55, 50]. For instance, [45] considers a limited form of multi-user sharing where different users request
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Figure 3.15. System scalability to the query load.

data at different rates from different sensors, [55] considers a multi-query optimization for arbitrary SQL

queries and do simple data aggregrations such as min, max, sum, count and average, and [50] considers spatial

overlaps between queries and builds an aggregation tree in each area of interest. In contrast, we consider data

sharing for considerably more complex applications involving spatial and temporal data sharing, but focuses

on the specific set of queries used in radar sensor networks.

Utility-based Design: There is a growing body of research on utility-based approaches to address different

problems in sensor networks including resource allocation in SORA [44], and sensor placement [31]. Much

of this work is only peripherally related to our work. For instance, SORA employs a reinforcement learning

and an economic approach for energy optimization in sensor networks [44]. The work is not designed for

multi-user scenarios.

Data compression: Many techniques have used data compression to reduce communication energy over-

head in sensor networks. For instance, Sadler et al. [52] consider data compression algorithms such as LZW

for networks of energy-constrained devices. [51] introduces a compression layer between the link and the

routing layers and allows sensors to tune between computation intensive and transmission intensive. How-

ever, the use of progressive compression together with multi-query optimization on resource-rich platforms

is a novel approach that has not been studied in the past.

Utility in Internet-based Systems: For Internet-like networks, Kelly [42] pioneered a utility-theoretic

framework for rate control and, in particular, for deconstructing TCP like protocols. Such approaches have

also been used for jointly optimizing routing and rate control [42, 40]. These schemes attempt to allocate

resources such as bandwidth across users without consideration to data sharing between the users. Multicast
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rate control schemes exploit data sharing across users; but they apply to a one-to-many environment unlike

MUDS that is designed for many-to-one or many-to-many environments.

3.7 Conclusions

In this chapter, we focused on a network of rich sensors that are geographically distributed and argued

that the design of such networks poses very different challenges from traditional “mote-class” sensor network

design. We identified the need to handle the diverse requirements of multiple users to be a major design chal-

lenge, and proposed a utility-driven approach to maximize data sharing across users while judiciously using

limited network and computational resources. Our utility-driven architecture addresses three key challenges:

how to define utility functions for networks with data sharing among end-users, how to compress and pri-

oritize data transmissions according to its importance to end-users, and how to gracefully degrade end-user

utility in the presence of bandwidth fluctuations. We instantiated this architecture in the context of geograph-

ically distributed wireless radar sensor networks for weather, and presented results from an implementation

of our system on a multi-hop wireless mesh network that uses real radar data with real end-user applications.

Our results demonstrated that our progressive compression and transmission approach achieves an order

or magnitude improvement in application utility over existing utility-agnostic non-progressive approaches,

while also scaling better with the number of nodes in the network.
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CHAPTER 4

HIGH THROUGHPUT RELIABLE WIRELESS TRANSPORT

4.1 Introduction

Having discussed how to reduce data to be transmitted, we turn to challenges of how to transmit the

data over wireless networks. In particular, we ask how to make wireless transport more reliable and can

support higher through to better support above data management systems. High throughput reliable transport

is desirable for many high data rate sensing applications. For instance, MUDS requires reliable transport to

ensure decodability of the process streams, and can take advantage of high throughput to transmit more data

to the proxy to improve the system utility.

Reliable high-throughput transport, although desirable for many wireless applications, is hard to achieve

due to several fundamental constraints of wireless networks. Many studies have shown that TCP, the universal

transport protocol for reliable transport, is ill-suited for multi-hop wireless networks. There are three key

reasons for this mismatch. First, multi-hop wireless networks exhibit a range of loss characteristics depending

on node separation, channel characteristics, external interference, and traffic load, whereas TCP performs well

only under low loss conditions. Second, many emerging multi-hop wireless networks such as long-distance

wireless mesh networks, delay-tolerant networks, and highly duty-cycled sensor networks exhibit intermittent

disconnections or persistent partitions. TCP assumes a contemporaneous end-to-end route to be available and

breaks down in partitioned environments [73]. Third, TCP has well-known fairness issues due to interactions

between its rate control mechanism and CSMA in the link layer, e.g., it is common for some flows to get

completely shut out when many TCP/802.11 flows contend simultaneously [98]. Although many solutions

(e.g. [79, 93, 99]) have been proposed to address parts of these problems, these have not gained much traction

and TCP remains the dominant available alternative today.

Our position is that a clean slate re-design of wireless transport necessitates re-thinking three fundamen-

tal design assumptions in legacy transport protocols, namely that 1) a packet is the unit of reliable wireless

transport, 2) end-to-end rate control is the mechanism for dealing with congestion, and 3) a contempora-

neous end-to-end route is available. The use of a small packet as the granularity of data transfer results in

increased overhead for acknowledgements, timeouts and retransmissions, especially in high contention and

loss conditions. End-to-end rate control severely hurts utilization as end-to-end loss and delay feedback is
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highly unpredictable in multi-hop wireless networks. The assumption of end-to-end route availability stalls

TCP during periods of high contention and loss, as well as during intermittent disconnections.

Our transport protocol, Hop uses reliable per-hop block transfer as a building block, in direct contrast

to the above assumptions. Hop makes three fundamental changes to wireless transport. First, Hop replaces

packets with blocks, i.e., large segments of contiguous data. Blocks amortize many sources of overhead

including retransmissions, timeouts, and control packets over a larger unit of transfer, thereby increasing

overall utilization. Second, Hop does not slow down in response to erroneous end-to-end feedback. Instead, it

uses hop-by-hop backpressure, which provides more explicit and simple feedback that is robust to fluctuating

loss and delay. Third, Hop uses hop-by-hop reliability in addition to end-to-end reliability. Thus, Hop is

tolerant to intermittent disconnections and can make progress even when a contemporaneous end-to-end

route is never available, i.e., the network is always partitioned [62].

Large blocks introduce two challenges that Hop converts into opportunities. First, end-to-end block re-

transmissions are considerably more expensive than packet retransmissions. Hop ensures end-to-end reliabil-

ity through a novel retransmission scheme called virtual retransmissions. Hop routers cache large in-transit

blocks. Upon an end-to-end timeout triggered by an outstanding block, a Hop sender sends a token corre-

sponding to the block along portions of the route where the block is already cached, and only physically

retransmits blocks along non-overlapping portions of the route where it is not cached. Second, large blocks

as the unit of transmission exacerbates hidden terminal situations. Hop uses a novel ack withholding mecha-

nism that sequences block transfer across multiple senders transmitting to a single receiver. This lightweight

scheme reduces collisions in hidden terminal scenarios while incurring no additional control overhead.

In summary, our main contribution is to show that reliable per-hop block transfer is fundamentally better

than the traditional end-to-end packet stream abstraction through the design, implementation, and evaluation

of Hop. The individual components of Hop’s design are simple and perhaps right out of an undergraduate

networking textbook, but they provide dramatic improvements in combination. In comparison to the best

variant of 1) TCP, 2) Hop-by-hop TCP, and 3) DTN 2.5, a delay tolerant transport protocol [69],

• Hop achieves a median goodput benefit of 1.6× and 2.3× over single- and multi-hop paths respectively.

The corresponding lower quartile gains are 28× and 2.7× showing that Hop degrades gracefully.

• Under high load, Hop achieves over an order of magnitude benefit in median goodput (e.g., 90× over

TCP with 30 concurrent large flows), while achieving comparable or better aggregate goodput and

transfer delay for large as well as small files.
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• Hop is robust to partitions, and maintains its performance gains in well-connected WLANs and mesh

networks as well as disruption-prone networks. Hop also co-exists well with delay-sensitive VoIP

traffic.

4.2 Why reliable per-hop block transfer?

In this section, we give some elementary arguments for why reliable per-hop block transfer with hop-

by-hop flow control is better than TCP’s end-to-end packet stream with end-to-end rate control in wireless

networks.

Block vs. packet: A major source of inefficiency is transport layer per-packet overhead for timeouts,

acknowledgements and retransmissions. These overheads are low in networks with low contention and loss

but increase significantly as wireless contention and loss rates increase. Transferring data in blocks as opposed

to packets provides two key benefits. First, it amortizes the overhead of each control packet over larger

number of data packets. This allows us to use additional control packets, for example, to exploit in-network

caching, which would be prohibitively expensive at the granularity of a packet. Second, it enables transport

to leverage link-layer techniques such as 802.11 burst transfer capability [60], whose benefits increase with

large blocks.

Transport vs. link-layer reliability: Wireless channels can be lossy with extremely high raw channel loss

rates in high interference conditions. In such networks, the end-to-end delivery rate decreases exponentially

with the number of hops along the path, severely degrading TCP throughput. The state-of-the-art response

today is to use a sufficiently large number of 802.11 link-layer acknowledgements (ARQ) to provide a reliable

channel abstraction to TCP. However, 802.11 ARQ 1) interacts poorly with TCP end-to-end rate control

as it increases RTT variance, 2) increases per-packet overhead due to more carrier sensing, backoffs, and

acknowledgments, especially under high contention and loss (in Section 4.5.1.1, we show that 802.11b ARQ

has 35% overhead). Note that TCP’s woes cannot be addressed by just setting the 802.11 ARQ limit to a

large value as it would reduce the overall throughput by disproportionately using the channel for transmitting

packets over bad links. Unlike TCP, Hop relies solely on transport-layer reliability and avoids link-layer

retransmissions for data, thereby avoiding negative interactions between the link and transport layers.

Hop-by-hop vs. end-to-end congestion control: Rate control in TCP occurs in response to end-to-end

loss and delay feedback reported by each packet. However, end-to-end feedback is error-prone and has high

variance in multi-hop wireless networks as each packet observes significantly different wireless interference

across different contention domains along the route. This variance hurts TCP’s utilization as: 1) its window
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size shrinks conservatively in response to loss, and 2) it experiences frequent retransmission timeouts when

no data is sent.

Our position is that fixing TCP’s rate control algorithm in environments with high variability is fundamen-

tally difficult. Instead, we circumvent end-to-end rate control, and replace it with hop-by-hop backpressure.

Our approach has two key benefits: 1) hop-by-hop feedback is more robust than end-to-end feedback as it

involves only a single contention domain, and 2) block-level feedback provides an aggregated link quality

estimate that has less variability than packet-level feedback.

In-network caching: The use of reliable per-hop block transfer enables us to exploit caching at inter-

mediate hops for two benefits. First, caching obviates redundant retransmissions along previously traversed

segments of a route. Second, caching is more robust to intermittent disconnections as it enables progress even

when a contemporaneous end-to-end route is unavailable. Hop can also use secondary storage if needed in

partitionable networks with long disconnections and reconnections.

4.3 Design

This section describes the Hop protocol in detail. Hop’s design consists of six main components: 1)

reliable per-hop block transfer, 2) virtual retransmissions for end-to-end reliability, 3) backpressure conges-

tion control, 4) handling routing partitions, 5) ack withholding to handle hidden terminals, and 6) a per-node

packet scheduler.

4.3.1 Reliable per-hop block transfer

The unit of reliable transmission in Hop is a block, i.e., a large segment of contiguous data. A block

comprises a number of txops (the unit of a link layer burst), which in turn consists of a number of frames

(Figure 4.1). The protocol proceeds in rounds until a block B is successfully transmitted. In round i, the

transport layer sends a BSYN packet to the next-hop requesting an acknowledgment for B. Upon receipt of

the BSYN, the receiver transmits a bitmap acknowledgement, BACK, with bits set for packets in B that have

been correctly received. In response to the BACK, the sender transmits packets from B that are missing at

the receiver. This procedure repeats until the block is correctly received at the receiver.

Control Overhead: Hop requires minimal control overhead to transmit a block. At the link layer, Hop

disables acknowledgements for all data frames, and only enables them to send control packets: BSYN and

BACK. At the transport layer, a BACK acknowledges data in large chunks rather than in single packets. The

reduced number of acknowledgement packets is shown in Figure 4.2, which contrasts the timeline for a TCP

packet transmission alongside a block transfer in Hop. For large blocks (e.g. 1 MB), Hop requires orders
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of magnitude fewer acknowledgements than for an equivalent number of packets using TCP with link-layer

acknowledgements. In addition, Hop reduces idle time by ensuring that packets do not wait for link-layer

ACKs, and at the transport layer by disabling rate control. Thus, Hop nearly always sends data at a rate close

to the link capacity.

Spatial Pipelining: The use of large blocks and hop-by-hop reliability can hurt spatial pipelining since

each node waits for the successful reception of a block before forwarding it. To improve pipelining, an

intermediate hop forwards packets as soon as it receives at least a txop worth of new packets instead of

waiting for an entire block. Thus, Hop leverages spatial pipelining as well as the benefits of burst transfer at

the link layer.

4.3.2 Ensuring end-to-end reliability

Hop-by-hop reliability is insufficient to ensure reliable end-to-end transmission. A block may be dropped

if 1) an intermediate node fails in the middle of transmitting the block to the next-hop, or 2) the block

exceeds its TTL limit, or 3) a cached block eventually expires because no next-hop node is available for a

long duration.

Hop uses virtual retransmissions together with in-network caching to limit the overhead of retransmitting

large blocks. Hop routers store all packets that they overhear. Thus, a re-transmitted block is likely cached at

nodes along the original route until the point of failure or drop, and might be partially cached at a node that

is along a new path to the destination but overheard packets transmitted on the old path. Hence, instead of

retransmitting the entire block, the sender sends a virtual retransmission, i.e., a special BSYN packet, using

the same hop-by-hop reliable transfer mechanism as for a block. Virtual retransmissions exploit caching at
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intermediate nodes by only transmitting the block (or parts of the block) when the next hop along the route

does not already have the block cached as shown in Figure 4.3.

A premature timeout in TCP incurs a high cost both due to redundant transmission as well as its detri-

mental rate control consequence, so a careful estimation of timeout is necessary. In contrast, virtual retrans-

missions due to premature timeouts do little harm, so Hop simply uses the most recent round-trip time as its

timeout estimate.

4.3.3 Backpressure congestion control

Rate control in response to congestion is critical in TCP to prevent congestion collapse and improve

utilization. In wireless networks, congestion collapse can occur both due to increased packet loss due to

contention [71], and increased loss due to buffer drops [70]. Both cases result in wasted work, where a packet

traverses several hops only to be dropped before reaching the destination. Prior work has observed that

end-to-end loss and delay feedback has high variance and is difficult to interpret unambiguously in wireless

networks, which complicates the design of congestion control [61, 93].
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sent to node F, thereby increasing utilization.

Hop relies only on hop-by-hop backpressure to avoid congestion. For each flow, a Hop node monitors

the difference between the number of blocks received and the number reliably transmitted to its next-hop as

shown in Figure 4.4. Hop limits this difference to a small fixed value, H , and implements it with no additional

overhead to the BSYN/BACK exchange. After receiving H complete blocks, a Hop node does not respond to

further BSYN requests from an upstream node until it has moved at least one more block to its downstream

node. The default value of H is set to 1 block.

Backpressure in Hop significantly improves utilization. To appreciate why, consider the following sce-

nario where flows 1, . . . , k all share the first link with a low loss rate. Assume that the rest of flow 1’s route

has a similar low loss rate, while flows 2, . . . , (k − 1) traverse a poor route or are partitioned from their

destinations. Let C be the link capacity, p1 be the end-to-end loss observed by the first flow, and p2 be the

end-to-end loss rate observed by other flows (p1 � p2). Without backpressure, Hop would allocate a 1/k
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fraction of link capacity to each flow, yielding a total goodput of C ((1−p1)+(1−p2)·(k−1))
k . And the number of

buffered blocks at the next-hops of the latter k − 1 flows grows unbounded. On the other hand, limiting the

number of buffered blocks for each flow yields a goodput close to C · (1− p1) in this example.

Why does Hop limit the number of buffered blocks, H , to a small default value? Note that the example

above can be addressed simply by choosing the block corresponding to the flow with the largest differential

backlog (along A-F). Indeed, classical backpressure algorithms known to achieve optimal throughput [94]

work similarly. Hop limits the number of buffered blocks to a small value in order to ensure small transfer

delay for finite-sized files, as well as to limit intra-path contention.

4.3.4 Robustness to partitions

A fundamental benefit of Hop is that it continues to make progress even when the network is intermittently

partitioned. Hop transfers a blocks in a hop-by-hop manner without waiting for end-to-end feedback. Thus,

even if an end-to-end route is currently unavailable, Hop continues to make progress along other hops.

The ability to make progress during partitions relies on knowing which next-hop to use. Unlike typical

mesh routing protocols [86, 63], routing protocols designed for disruption-tolerance expose next-hop infor-

mation even if an end-to-end route is unavailable (e.g. RAPID [62], DTLSR [68]). In conjunction with such a

disruption-tolerant routing protocol, Hop can accomplish data transfer even if a contemporaneous end-to-end

route is never available, i.e., the network is always partitioned.

In disruption-prone networks, a Hop node may need to cache blocks for a longer duration in order to

make progress upon reconnection. In this case, the backpressure limit needs to be set taking into account the

fraction of time a node is partitioned and the expected length of a connection opportunity with a next-hop

node along a route to the destination (see §4.5.7 for an example).

4.3.5 Handling hidden terminals

The elimination of control overhead for block transfer improves efficiency but has an undesirable side-

effect — it exacerbates loss in hidden terminal situations. Hop transmits blocks without rate control or

link-layer retransmissions, which can result in a continuous stream of collisions at a receiver if the senders

are hidden from each other. While hidden terminals are a problem even for TCP, rate control mitigates its

impact on overall throughput. Flows that collide at a receiver observe increased loss and throttle their rate.

Since different flows get different perceptions of loss, some reduce their rate more aggressively than others,

resulting in most flows being completely shut out and bandwidth being devoted to one or few flows [98].

Thus, TCP is highly unfair but has good aggregate throughput.
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Hop uses a novel ack withholding technique to mitigate the impact of hidden terminals. Here, a re-

ceiver acknowledges only one BSYN packet at any time, and withholds acknowledgement to other concur-

rent BSYN packets until the outstanding block has completed. In this manner, the receiver ensures that it is

only receiving one block from any sender at a given time, and other senders wait their turn. Once the block

has completed, the receiver transmits the BACK to one of the other transmitters, which starts transmitting its

block.

Although ack withholding does not address hidden terminals caused by flows to different receivers, it

offers a lightweight alternative to expensive and conservative techniques like RTS/CTS for the common

single-terminal hidden terminal case. The high overhead of RTS/CTS arises from the additional control

packets, especially since these are broadcast packets that are transmitted at the lowest bit-rate. The use of

broadcast also makes RTS/CTS more conservative since a larger contention region is cleared than typically

required [106]. In contrast, ack withholding requires no additional control packets (as BSYNs and BACKs

are already in place for block transfer).

4.3.6 Packet scheduling

Hop’s unit of link layer transmission is a txop, which is the maximum duration for which the network in-

terface card (NIC) is permitted to send packets in a burst without contending for access [60]. Hop’s scheduler

leverages the burst mode and sends a txop’s worth of data from each concurrent flow at a time in a round-robin

manner.

Hop traffic is isolated from delay-sensitive traffic such as VoIP or video by using link-layer prioritization.

802.11 chipsets support four priority queues—voice, video, best-effort, and background in decreasing order

of priority—with the higher priority queues also having smaller contention windows [60]. Hop traffic is sent

using the lowest priority background queue to minimize impact on delay-sensitive datagrams.

The design choices that we have presented so far can be detrimental to delay for small files (referred

to as micro-blocks) in three ways: 1) the initial BSYN/BACK exchange increases delay for micro-blocks,

2) a sender may be servicing multiple flows, in which case a micro-block may need to wait for multiple

txops, and 3) ack-withholding can result in micro-blocks being delayed by one or more large blocks that

are acknowledged before its turn. Hop employs three techniques to optimize delay for micro-blocks. First,

micro-blocks of size less than a fixed BSYN batch threshold (few tens of KB) are sent piggybacked with

the BSYN with link-layer ARQ via the voice queue. This optimization eliminates the initial BSYN/BACK

delay, and avoids having to wait for a BACK before proceeding, thereby circumventing ack-withholding

delay. Second, the packet scheduler at the sender prioritizes micro-blocks over larger blocks. Finally, Hop

use a block-size based ack-withholding policy that prioritizes micro-blocks over larger blocks.
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4.4 Implementation

We have implemented a prototype of Hop with all the features described in §4.3. Hop is implemented

in Linux 2.6 as an event-based user-space daemon in roughly 5100 lines of C code. Hop is currently imple-

mented on top of UDP (i.e., there is a UDP header in between the IP and Hop headers in each frame in Figure

4.1). Below, we describe important aspects of Hop’s implementation.

4.4.1 MAC parameters

Our implementation uses the Atheros-based wireless chipset and the Madwifi open source 802.11 device

driver [81], a popular commodity implementation. By default, the MadWifi driver (as well as other commod-

ity implementations) supports the 802.11e QoS extension. However, MadWiFi supports the extension only

in the access point mode, so we modify the driver to enable it in the ad-hoc mode as well. Hop uses default

802.11 settings, except for the following. The transmission opportunity (txop) for the background queue is

set to the maximum value permitted by the MadWifi driver (8160 µs or roughly 8KB of data). Link-layer

ARQ is disabled for all data frames sent via Hop but enabled for control packets (BSYN, BACK, etc).

4.4.2 Hop implementation

4.4.2.0.1 Parameters A large block size increases batching benefits, so we set the default maximum block

size to 1MB. Note that this means that a Hop block is allowed to be up to 1MB in size, but may be any smaller

size. Hop never waits idly in anticipation of more application data in order to obtain batching benefits. The

BSYN batch threshold for micro-blocks is set to a default value of 16KB, and the backpressure limit, H , is

set to 1. The virtual retransmission timeout is set to an initial value of 60 seconds and simply reset to the

round-trip block delay reported by the most recent block. The TTL limit for a virtual retransmissions is set

to 50 hops. In the current implementation, an intermediate Hop node keeps all the blocks that it has received

in memory.

4.4.2.0.2 Header format: The Hop header consists of the following fields. All frames contain the msg_type

that identifies if the frame is a data, BSYN, BACK, virtual retransmission BSYN, or an end-to-end BACK

frame; the flow_id that uniquely identifies an end-to-end Hop connection; and the block_num identifies

the current block. Data frames also contain the packet_num that is the offset of the packet in the current

block. The packet_num is also used to index into the bitmap returned in a BACK frame.

4.4.2.0.3 End-to-end connection management: Because Hop is designed to work in partitionable net-

works, it does not use a three-way handshake like TCP to initiate a connection. A destination node sets up

connection state upon receiving the first block. The loss of the first block due to a node failure or expiry or
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Sec. Experiment setup Experiment Result: Median (Mean)
§4.5.1 One single-hop flow Hop vs. TCP 1.6× (1.6×)
§4.5.2 One multi-hop flow Hop vs. TCP 2.3× (2×)

Hop vs. Hop-by-Hop TCP 2.5× (2×)
Hop vs. DTN2.5 2.9× (3.9×)

§4.5.3 Many multi-hop flows Hop vs. TCP 90× (1.25×)
Hop vs. Hop-by-Hop TCP 20 × (1.4×)

§4.5.4 Performance breakdown Base Hop (1×)
+ ack withholding (2.5×)
+ backpressure (3.7×)
+ ack withholding + backpressure (4.8×)

§4.5.5 WLAN AP mode Hop vs. TCP 2.7× (1.12×)
Hop vs. TCP + RTS/CTS 2× (1.4×)

§4.5.6 Single small file Hop vs. TCP 3× to 15× lower delay
Concurrent small files Hop vs. TCP Comparable or lower delay

§4.5.7 Disruption-tolerance Hop vs. DTN2.5 2.8× (2.9×)
§4.5.8 Impact on VoIP traffic Hop vs. TCP Slightly lower MOS score but sig-

nificantly higher throughput
§4.5.9 Network and link-layer dynamics Hop vs. TCP + OLSR 4× (1×)

Hop vs. TCP + auto-rate 95× (2.4×)
Hop vs. TCP + OLSR + auto-rate 5× (1.8×)

§4.5.10 Under 802.11g Hop vs. TCP 22× (1×)
Hop vs. TCP + auto-rate 6× (3×)

Table 4.1. Summary of evaluation results. All protocols above are given the benefit of burst-mode (txop) and
the maximum number of link-layer retransmissions (max-ARQ) supported by the hardware.

the loss of the first end-to-end BACK is handled naturally by virtual retransmissions. In our current imple-

mentation, a Hop node tears down a connection simply by sending a FIN message and recovering state; we

have not yet implemented optimizations to handle complex failure scenarios.

4.5 Evaluation

We evaluate the performance of Hop in a 20-node wireless mesh testbed. Each node is an Apple Mac Mini

computer running Linux 2.6 with a 1.6 Ghz CPU, 2 GB RAM and a built-in 802.11a/b/g Atheros/MadWiFi

wireless card. Each node is also connected via an Ethernet port to a wired backplane for debugging, testing,

and data collection. The nodes are spread across a single floor of the UMass CS building as shown in

Figure 4.5.

All experiments, except those in Section 4.5.9 and Section 4.5.10, were run in 802.11b mode with bit-rate

locked at 11 Mbps. There is significant inherent variability in wireless conditions, so in order to perform a

meaningful comparison, a single graph is generated by running the corresponding experiments back-to-back

interspersed with a short random delay. The compared protocols are run in sequence, and each sequence is

repeated many times to obtain confidence bounds.
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Figure 4.5. Experimental testbed with dots representing nodes.

We compare Hop against two classes of protocols: end-to-end and hop-by-hop. The former consists of

1) UDP, and 2) the default TCP implementation in Linux 2.6 with CUBIC congestion control [101]; we

did not use the Westwood+ congestion control algorithm since it performed roughly 10% worse. The latter

consists of 3) Hop-by-Hop TCP, and 4) DTN2.5 [69]. Hop-by-Hop TCP is our implementation of TCP with

backpressure. It splits a multi-hop TCP connection into multiple one-hop TCP connections, and leverages

TCP flow control to achieve hop-by-hop backpressure. Each node maintains one outgoing TCP socket and

one incoming TCP socket for each flow. When the outgoing socket is full, Hop-by-Hop TCP stops reading

from the incoming socket, thereby forcing TCP’s flow control to pause the previous hop’s outgoing socket.

This “backpressure” propagates up to the source and forces the source to slow down. DTN2.5 is a reference

implementation of the IEEE RFC 4838 and 5050 from the Delay Tolerant Networking Research Group [69]

that reliably transfers a bundle using TCP at each hop. Hop and UDP were set to use the same default packet

size as TCP (1.5KB). In all our experiments, the delay and goodput of TCP are measured after subtracting

connection setup time.

4.5.1 Single-hop microbenchmarks

In this section, we answer two questions: 1) What are the best 802.11 settings for link layer acknowledg-

ments (ARQ) and burst mode (txop) for TCP and UDP?, 2) How does Hop’s performance compare to that of

TCP and UDP given the benefit of these best-case settings?

72



Q3

Median

Q1

6543210

C
u

m
u

la
ti

v
e
 P

ro
b

a
b

il
it

y

 Goodput (Mbps)

28x

1.6x

1.2x

Hop
TCP/max-ARQ/txop

Figure 4.6. Experiment with one-hop flows. Hop improves lower quartile goodput by 28×, median goodput
by 1.6×, and mean goodput by 1.6× over TCP with the best link layer settings.

4.5.1.1 Randomly picked links

In this experiment, we evaluate the single-hop performance of TCP, UDP, and Hop over 802.11 across

links in our mesh testbed. The testbed has total of 56 unique links from which a random sequence of 100

links was sampled with repetition for this experiment. The average and median loss rates were 25% and 1%

respectively. For each sampled link, a 10MB file is transferred using each protocol; for bad links, flows were

cut off at 10 minutes, and goodput measured until the last received packet. The metric for comparison is the

goodput that is measured as the total number of unique packets received at the receiver divided by the time

until the last byte is received.

We compare Hop against TCP for three 802.11 settings: 1) 11 link layer retries (ARQ) with no txop,

the default settings of the MadWifi driver, 2) 11 ARQ + txop, and 3) maximum permitted ARQ setting (18

for the Atheros card) + txop. We do not consider TCP with no ARQ since it (expectedly) performs poorly

without 802.11 retransmissions on lossy links. We also compare against UDP under different 802.11 settings.

Since UDP has no transport-layer control overhead, and transmits as fast as the card can transmit packets,

it provides an upper bound on the achievable capacity on the link. For clarity of presentation, we show

cumulative distributions (CDFs) for Hop and the best TCP combination and summary statistics for the other

combinations.

Figure 4.6 shows that Hop significantly outperforms TCP/max-ARQ/txop, the best TCP combination. The

Q1, Q2, and Q3 gains over TCP/max-ARQ/txop TCP combination are 28×, 1.6×, and 1.2× respectively. The

Q1 gain is notable and shows Hop’s robust performance on poor links compared to TCP.
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Figure 4.7. Experiment with one-hop flows. Box shows lower/median/upper quartile, lines show max/min,
and dot shows mean. Increasing 802.11 ARQ limit and using txops helps TCP but Hop is still considerably
better. UDP results show that ARQs incur significant performance overhead (35%). Hop is within 24% of
UDP without ARQ (achievable goodput).

Figure 4.7 shows the summary statistics for Hop and two best TCP and UDP schemes using a box plot

representation. The “box” shows the upper quartile (Q3), median (Q2) and lower quartile (Q1), and the

“whiskers” show the maximum and minimum goodput. UDP/no-ARQ/txop is the best UDP combination and

provides an upper bound on the achievable rate. The median Hop is about 24% lower than the achievable

rate. Interestingly, turning on ARQ degrades UDP by 35% showing that ARQ in 802.11 comes at a high

overhead and ARQ alone is not sufficient to fix TCP’s problems.

As we find that TCP performance consistently improves by using txops and ARQ with the maximum

possible limit, we give TCP and its variants the benefit of txop/max-ARQ in the rest of our evaluation.

4.5.1.2 Graceful performance degradation

A key benefit of Hop is robustness, i.e., its performance gracefully degrades with increasing link losses

and interference. To confirm this, we further analyze the data from the experiment in Section 4.5.1.1. Fig-

ure 4.8(a) shows the per-link throughput across the 56 links in the testbed (with multiple runs over the same

link averaged) sorted by TCP goodput. Hop degrades gracefully to some of the poorest links in the testbed

where TCP’s throughput is near-zero. The average goodput for the worst 20 TCP flows is 334 Kbps, whereas

Hop’s goodput for the same flows is 2.37 Mbps, a difference of 7×.

To understand the cause of TCP’s fragile behavior, we evaluate the impact of loss perceived at the trans-

port layer on the performance of Hop and TCP. We start with a perfect link that has a near-zero loss rate and

introduce loss by modifying the MadWifi device driver to randomly drop a specified fraction of incoming
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Figure 4.8. Graceful degradation to adverse channel conditions. First plot shows per-link goodputs from
one-hop experiment sorted in TCP order. Second plot shows controlled experiments demonstrating impact of
loss. In both cases, Hop is more robust and degrades far more gracefully than TCP.

packets. Figure 4.8(b) shows that, unsurprisingly, TCP goodput drops to near-zero when loss rate is roughly

20%. Hop shows graceful near-linear degradation and is operational until the loss rate is about 80%.

4.5.2 Multi-hop microbenchmarks

How does Hop perform on multi-hop paths compared to existing alternatives? To study this question,

we pick a sequence of 100 node pairs randomly with repetition from the testbed. Static routes are set up a

priori between all node pairs to isolate the impact of route flux (considered in §4.5.3). The static routes were

obtained by running OLSR with the default ETX metric until the routing topology stabilized at the beginning

of the experiment. Among the 100 randomly chosen flows, 30% are two-hop, 30% are three-hop, 10% are

four-hop, 20% are five-hop, and the remaining 10% are seven-hop flows. We compare the multi-hop goodput

of Hop to TCP, Hop-by-Hop TCP, DTN2.5, and UDP.
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Figure 4.9. Experiment with multi-hop flows. Hop improves lower quartile goodput by 2.7×, median good-
put by 2.3×, and mean goodput by 2×.
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Figure 4.10. Boxplot of multi-hop single-flow benchmarks. Hop has 2-3× median, and 2-4× mean im-
provements over other reliable transport protocols. Hop is comparable to UDP/no-ARQ/txop in terms of
median/mean — the latter is extremely fast since it has no overhead, but experiences more loss.

Figure 4.9 shows the CDF of goodput for just Hop and TCP, while Figure 4.10 shows the summary

statistics for all the protocols. Hop consistently outperforms all other protocols. The Q1, Q2, and Q3 gains

over TCP are 2.7×, 2.3× and 1.9× respectively. The Q1 gain over TCP is lower than for the single-hop

experiment because only good links selected by OLSR are used in this experiment (as evidenced by the better

performance of UDP/no-ARQ/txop compared to UDP/max-ARQ/txop). Over lossier paths, Hop’s gains are

much higher. We also find that the gains also grow with increasing number of hops. For example, the lower

quartile gains grow from about 2.7× for two hops to more than 4× for five and six hops.

4.5.3 Hop under high load

The experiments so far considered one flow in isolation. Next, we evaluate Hop in a heavily loaded

network to understand the effect of increased contention and collisions on Hop’s performance and fairness.
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Figure 4.11. Hop for 30 concurrent flows. Dots on each line shows mean goodput. Median gains of Hop
over Hop-by-Hop TCP and regular TCP are huge (20× and 90× respectively) while mean gains are modest
(roughly 25% improvement).

We compare Hop, TCP, and Hop-by-Hop TCP. The experiment consists of thirty concurrent flows that transfer

data continually between randomly chosen node pairs in the testbed. All protocols are run over a static mesh

topology identical to Section 4.5.2. To focus on multihop benefits, we pick src-dst pairs that are not immediate

neighbors of each other. We run the experiment five times, and for each run, we measure the goodputs of

flows half an hour into the experiment, since the network reaches a steady state at this time.

4.5.3.1 Goodput

Figure 4.11 shows that Hop achieves a huge improvement in median goodput over TCP and Hop-by-Hop

TCP. Hop achieves a median goodput of 54.9 Kbps whereas all the other protocols achieve less than 2.8

Kbps—an improvement of over an order of magnitude! Hop also improves the Q1 goodput by more than two

orders of magnitude and upper quartile goodput by 2× over the other protocols. The exact numbers of Hop’s

median and Q1 gains over other protocols are sensitive to environmental conditions, but we consistently

observe them to be large under different conditions. The figure also shows that Hop-by-Hop TCP achieves

more than 4× improvement over TCP’s median goodput. This shows that end-to-end rate control hurts TCP

utilization and using hop-by-hop backpressure with TCP improves its performance. We also run UDP (not

shown for clarity), but due to lack of congestion control, around 67% flows get zero goodput (i.e., the median

is zero) and the mean goodput is 0.32Kbps.

Hop’s mean gain over TCP is just 25%, which is not as impressive as the quartile gains. This is to be

expected as TCP is highly unfair and starves a large number of flows to acquire the channel for only a few

flows. In many cases, the top three TCP flows get around 90% of the total goodput. In contrast, Hop is

significantly fairer and has higher throughput than most of the TCP flows.
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Fairness index
Hop 0.78 (0.09)
TCP 0.12 (0.04)
Hop-by-Hop TCP 0.21 (0.05)

Table 4.2. Fairness indexes for the 30 flow experiment. Parentheses show 95% confidence intervals.

4.5.3.2 Fairness

Table 4.2 shows the fairness index for different protocols. The fairness metric that we use is hop-weighted

Jain’s fairness index (JFI [89]). When there are n flows, with throughput x1 through xn and hop lengths h1

through hn, it is computed as follows: JFI = (
Pn

i=1 xi·hi)
2

n
Pn

i=1(xi·hi)2
.

Hop is significantly fairer than both TCP-based protocols. It is noteworthy that while TCP sacrifices

fairness for goodput, Hop is superior on both metrics.

4.5.4 Hop performance breakdown

How much do components of Hop individually contribute to its overall performance? To answer this

question, we compare four versions of Hop: 1) the basic Hop protocol that only uses hop-by-hop block

transfer, 2) Hop with ack withholding turned on, 3) Hop with backpressure turned on, and 4) Hop with both

ack withholding and backpressure turned on. Since the impact of these mechanisms depends on the load

in the network, we consider 10, 20 and 30 concurrent flows between randomly picked sender-receiver node

pairs. A static mesh topology identical to Section 4.5.2 was used. The length of the randomly picked paths

are between three and seven hops. The average path length is 3.9 hops in the 10 flow case, 4 hops in the

20 flow case, and 3.9 hops in the 30 flow case. Each flow transmits a large amount of data, and we take a

snapshot of the measurements after half an hour.
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Figure 4.12. Hop performance breakdown showing contribution of ack withholding and backpressure. Ack withholding
and backpressure improve Hop’s performance by more than 4.8x under high load.

78



Figure 4.12 shows the performance of the different schemes. The benefit of ack withholding and back-

pressure increases with network load. In the 10 flow case, both ack withholding and backpressure increase

goodput by around 20%. With greater network load, congestion increases dramatically, hence the gains due

to backpressure is more than due to ack withholding. For example, in the 30 flow case, Hop with backpres-

sure yields 3.7× improvement over basic Hop, whereas Hop with ack withholding yields 2.5× improvement.

Furthermore, the benefits of using both backpressure and ack withholding are considerably more than using

either one of them. For instance, the full-fledged Hop yields 4.8× improvement over basic Hop for the 30

flow case.

4.5.5 Hop with WLAN access points

Next, we evaluate how ack withholding in Hop compares to the 802.11 RTS/CTS mechanism for dealing

with hidden terminals. We emulate a typical one-hop WiFi network where a number of terminals connect to

a single access point. We setup a 7-to-1 topology for this experiment, by selecting a node in the center of

our testbed to act as the “AP node”, and transmitting data to this node from all its seven neighbors. Among

the seven transmitters, six pairs were hidden terminals (i.e. they could not reach each other but could reach

the AP). We verified this by checking to see if they could transmit simultaneously without degradation of

throughput. In each run, the nodes transmit data continually, and we measure goodput after 30 minutes when

the flow rates have stabilized.

Mean Median Fairness
Hop 663 (24) 652 (33) 0.93 (0.01)
TCP 587 (88) 244 (142) 0.35 (0.06)
TCP + RTS/CTS 463 (20) 333 (87) 0.4 (0.05)

Table 4.3. Mean/median goodput and Fairness for a many-to-one “AP” setting. 95% confidence intervals shown in
parenthesis

We compare Hop against TCP both with and without 802.11 RTS/CTS enabled. The results are presented

in Table 4.3, and show that Hop beats TCP with or without RTS/CTS both in throughput and fairness. While

the mean gains over TCP without RTS/CTS are only 12%, the median improvement is about 2.7×. TCP has

a crafty way of maintaining high aggregate goodput amidst hidden terminals by squelching all but one of

the flows and in effect serializing them. In contrast, Hop achieves almost perfectly fair allocation across the

different flows. The addition of RTS/CTS to TCP hurts aggregate throughput but improves median through-

put and fairness. However, Hop achieves 1.4× the aggregate throughput, 1.96× the median throughput, in

addition to hugely improving fairness over TCP with RTS/CTS.
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4.5.6 Hop delay for small file transfers

How does Hop impact the delay incurred by micro-blocks (small files)? Recall that Hop uses two mech-

anisms to speed micro-block transfers: 1) It piggybacks micro-blocks less than 16KB in size with the initial

BSYN to reduce connection setup overhead, 2) It’s ack withholding mechanism prioritizes micro-blocks.

4.5.6.1 Single-hop transfer delay for small files

First, we evaluate the benefits of Hop’s size-aware ack withholding policy. To evaluate this, we pick a

one-hop Wifi network where five nodes are connected to an AP (similar setup as our WLAN experiments).

In each experiment, one of the five nodes (randomly chosen), transmits a micro-block to the AP at a random

time, whereas the other four nodes continually transfer large amounts of data. Each experiment runs until

the micro-block completes, at which point we compute the delay for the transfer. We compare against TCP

with and without RTS/CTS, and report aggregate numbers over five runs. Figure 4.13 shows that the transfer

delay of the micro-block with Hop is always lower than for TCP (with or without RTS/CTS). In many cases,

the delay gains are significant, e.g., for file sizes less than 16KB, the gains range from 3× to 15×. This

experiment shows that Hop can be used for delay-sensitive transfers like web transfers, ssh, and SMS in

many-to-one AP settings.
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Figure 4.13. Hop for WLAN: Hop improves delay for all file sizes with improvements between 3-15×

4.5.6.2 Multi-hop transfer delay for Web file sizes

Next, we evaluate Hop and TCP over a larger workload that comprises predominantly of micro-blocks.

(We do not consider TCP with RTS/CTS enabled, since it consistently introduces more delay.) In particular,
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we consider a Web traffic pattern where most files are small web pages [65]. The flow sizes used in this

experiment were obtained from a HTTP proxy server trace obtained from the IRCache project [72]. The

CDF obtained was sampled to obtain the representative flow sizes used in this experiment. The distribution

of file sizes is as follows: roughly 63% of the files are less than 10KB, 25% are between 10KB-100KB, and

remaining are greater than 100KB. To stress multi-hop performance, the sender and receiver for each flow are

chosen randomly among the node-pairs that were multiple hops away in our mesh network. Flows followed

a Poisson arrival pattern with λ = 2 flows per second. We present results from 100 flows aggregated in bins

of size [2n−1, 2n] except the bins at the edge, i.e. ≤2KB, and ≥512.
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Figure 4.14. Performance for web traffic: Except the 32KB bin, Hop has comparable or better delay, with gains upto
6×

Figure 4.14 shows that Hop has less or comparable delay to TCP for almost all file sizes except those

between 16K-32K. This dip occurs because 16KB is our threshold for piggybacking data with BSYNs. This

suggests that a slightly larger threshold might be more effective, but we leave the optimization for future

work. For other bins, delay with Hop is mostly lower than TCP (between 19% higher to 6× lower than

TCP), demonstrating its benefits for micro-block transfer. Detailed file size microbenchmarks in isolation

(i.e., without concurrent transfers) show a similar behavior.

4.5.7 Robustness to partitions

A key strength of Hop is its ability to operate even under disruptions unlike end-to-end protocols such

as TCP. We now evaluate how, in a partitioned scenario, Hop compares to hop-by-hop schemes such as

DTN2.5 that are designed primarily for disruption-tolerance. In this experiment, we pick a seven hop path

and simulate a partition scenario by bringing down the third node and fifth node in succession along the path
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for one minute each in an alternating manner. Table 4.4 shows the goodput obtained by Hop averaged over

five runs under two different backpressure settings: 1) backpressure limit (H) is set to 1 and 2) backpressure

limit is set to 100. Hop outperforms DTN2.5, a protocol specifically designed for partitioned settings, by

2× when H = 1, and 3× when H = 100. The results show that Hop achieves excellent throughput under

partitioned settings, and a large backpressure limit improves throughput by about 15%. This result is intuitive

as having a larger threshold enables maximal use of periods of connectivity between nodes. In contrast to

Hop, TCP achieves zero throughput since a contemporaneous end-to-end path is never available.

Goodput (Kbps)
Hop w/ H=1 320 (29)
Hop w/ H=100 457 (18)
DTN2. 159 (15)

Table 4.4. Goodput achieved by Hop and DTN2.5 in a partitioned network without an end-to-end path.

4.5.8 Hop with VoIP

In this experiment, we quantify the impact of Hop and TCP on Voice-over-IP (VoIP) traffic. We use

two metrics: 1) the mean opinion score (MoS) to evaluate the quality of a voice call, and 2) the conditional

loss probability (CLP) to measure loss burstiness. The MoS value can range from 1-5, where above 4 is

considered good, and below 3 is considered bad. The MOS score for a VoIP call is estimated as in [67]. The

CLP is calculated as the conditional probability that a packet is lost given that the previous packet was also

lost.

The experiment consists of a single VoIP flow and multiple Hop/TCP flows that transmit data continually

over randomly picked 3-hop paths in the testbed. We emulate the VoIP flow as a stream of 20 byte packets

with data rate at 8 Kbps. We evaluate two cases: one VoIP flow with five Hop/TCP flows, and one VoIP flow

with ten Hop/TCP flows.

Table 4.5 shows that Hop achieves significantly better throughput than TCP (in terms of median/mean)

but has more impact on the quality of VoIP calls. This is to be expected as TCP starves most of its flows as

evidenced by the abysmal median throughput (1-2 Kbps), and therefore has lower impact on the VoIP flow.

In contrast, Hop obtains median throughput of a few hundreds of Kbps, while sacrificing a little VoIP quality.

We believe that even this discrepancy can be reduced by exploiting 802.11e to set larger contention window

parameters to the background queue (e.g. higher backoff), but have not experimented with this so far.
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Load Goodput (Kbps) CLP MOS
5 flows Hop Median: 468.5 0.37 4.12

Mean: 1474 (51)
TCP Median: 2 0.48 4.19

Mean: 1372 (14)
10 flows Hop Median: 184 0.57 3.92

Mean: 336 (24.8)
TCP Median: 1.7 0.31 4.16

Mean: 260 (8.5)

Table 4.5. Impact of Hop and TCP on VoIP flows. Result shows the median/mean goodput, conditional loss probability,
and MOS for VoIP with 95% confidence intervals in parentheses.
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Figure 4.15. Hop for 30 concurrent flows under dynamic routing and auto bit-rate. Dots on each line shows
mean goodput. Median gains by Hop with fixed bit-rate are around 4× over TCP with OLSR and more than
90× over TCP with static routing.

4.5.9 Network and link layer dynamics

Our experiments so far were run with static routes and with a fixed wireless bit-rate. Now, we evaluate

the impact of dynamic routing using OLSR and auto bit-rate control using the default Madwifi Sample al-

gorithm. We run TCP under all four combinations of static/dynamic routes and fixed/auto bit-rate selection.

We compare these to Hop with a fixed bit-rate and static/dynamic routes. We are unable to evaluate Hop

with auto-rate control as the current implementation of Hop disables link-layer ARQs that auto-rate control

requires to estimates link quality. As in Section 4.5.3, we consider thirty concurrent long-lived flows between

randomly chosen node pairs, and run the experiment five times.

Figure 4.15 shows that Hop is better than TCP across all combinations, with median gains of 4× over

the best of them. (Hop behaves almost identically with dynamic or static routes, therefore we only show
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the static case in the figure.) Surprisingly, we see that the best combination for TCP is with OLSR and

fixed bit-rate. OLSR significantly improves TCP’s median goodput or fairness, thereby reducing Hop’s gain

over TCP in comparison to the static case (Section 4.5.3). OLSR benefits TCP as it constantly changes the

routing topology with concurrent TCP flows, which makes high goodput flows backoff and yield transmission

opportunities to the previously low goodput flows. While the constant shuffling of flows increases TCP’s

median goodput, OLSR’s impact on TCP’s mean goodput is small (25%) because the links in the network are

already heavily loaded. Auto-rate control makes almost no improvement to TCP since the testbed remains

well-connected at 11 Mbps, and hence OLSR choses good links at this bit-rate.

4.5.10 Hop under 802.11g
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Figure 4.16. Hop for 30 concurrent flows under 802.11g. Dots on each line shows mean goodput. Hop’s
median gain is 22× over TCP with bit-rate fixed at 24Mbps, and is 6× over TCP with auto-rate control.
Hop’s mean gain is 3× over TCP with auto-rate control.

All of our experiments so far were done with 802.11b. How does Hop perform under higher bit-rates

obtained using 802.11g? To answer this question, we consider an experiment similar to that in Section 4.5.3

with thirty long-lived concurrent flows between randomly chosen node pairs. We use a subset of our testbed

(15 nodes) for this experiment as many nodes get disconnected under 802.11g. We ran this experiment with

a static routing topology obtained by running OLSR under 802.11g. We consider Hop and TCP with a fixed

802.11g bit-rate of 24 Mbps that yields a reasonably connected topology, as well as TCP with auto-rate

control.

Figure 4.16 shows that Hop improves median goodput by 6× over TCP with auto-rate control and by

22× over TCP with fixed bit-rate. The gains over TCP with auto-rate are lower than in the case of our

84



802.11b experiments in Section 4.5.3 because the maximum bit-rate in 802.11g is higher than the selected

fixed bit-rate of 24 Mbps. Thus, TCP with auto-rate control can take advantage of the fact that the maximum

bit-rate on 802.11g links is 54 Mbps, whereas Hop’s bit-rate is fixed at 24 Mbps. As a result, the highest

goodput achieved by a flow that uses TCP with auto-rate control is 23 Mbps, which is higher than Hop’s

maximum goodput of 16 Mbps. The fact that Hop shows considerable benefits despite using a static best

bit-rate suggests that Hop with a good bit-rate selection scheme can benefit even more.

Figure 4.16 also shows that auto-rate control improves TCP’s fairness (median goodput increases by

3.2×) but hurts network utilization (mean goodput decreases by 65%). This is because auto-rate improves

the low goodput flows over lossy links by reducing the bit-rate (and thereby the loss rate), but impacts high

goodput flows as flows over low bit-rate links are slow and consume a large portion of transmission opportu-

nities.

4.5.11 Discussion: Hop vs. TCP

Although the above results show Hop’s benefits across a wide range of scenarios, our evaluation has some

limitations. First, our results are based on a 20-node indoor testbed, so we can not claim that they will hold

in other wireless mesh networks. For example, it is conceivable that the benefits due to ack withholding are

because of hidden terminals specific to our testbed’s topology. Nevertheless, our experience with Hop has

been encouraging. Over the last few months, we have experimented with different node placements, static

topology configurations, and diurnal as well as seasonal variations in cross traffic and channel conditions,

and have seen results consistent with those described in this thesis. Second, we have not compared Hop to

a large number of proposed TCP modifications for multi-hop wireless networks for which implementations

are not available (refer §4.6.1). We present Hop as a simple and robust alternative to end-to-end rate control

schemes, but do not claim that end-to-end rate control can not be fixed to obtain comparable benefits at least

in well-connected environments.

TCP’s strengths are undeniable. Under high load, it is difficult to outperform TCP significantly in terms

of aggregate throughput (refer Figures 4.11 and 4.16). TCP backs off aggressively on bad paths reducing

contention for flows on good paths resulting in an efficient but unfair allocation. TCP has a similar effect

on hidden terminals—by squelching most of the colliding flows, TCP in effect unfairly serializes them but

ensures high throughput. Finally, despite its many woes in wireless environments, TCP enjoys the luxury of

experience through widespread deployment, setting a high bar for alternate proposals.

Hop is not designed to be TCP-friendly. For example, in the 30 flow scenario, if we convert just 7 of

the 30 TCP flows to use Hop instead of TCP, the median goodput of the remaining 23 drops by an order of
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magnitude. This is unsurprising as Hop’s bursty traffic increases the loss and contention perceived by TCP

flows causing them to aggressively back off.

4.6 Related work

Wireless transport, especially the performance and fairness of TCP over 802.11, has seen large body of

prior work. Our primary contribution is to draw upon this work and show that reliable per-hop block transfer

is a better building block for wireless transport through the design, implementation, and evaluation of Hop.

4.6.1 Proposed alternatives to TCP

TCP performance: TCP’s drawbacks in wireless networks include its inability to disambiguate between

congestion and loss [61], and its negative interactions with the CSMA link layer. Proposed solutions include:

1) end-to-end approaches that try to distinguish between the different loss events [87], attempt to estimate the

rate to recover quickly after a loss event [82], or reduce TCP congestion window increments to be fractional

[84], 2) network-assisted approaches that utilize feedback from intermediate nodes, either for ECN notifi-

cation [99], failure notification [80] or for rate estimation [93], and 3) link-layer solutions that use a fixed

window TCP in conjunction with link-layer techniques such as neighborhood-based Random Early Detection

([70]) or backpressure flow control (RAIN [79]) to prevent losses due to link queues filling up.

TCP fairness: TCP unfairness over 802.11 stems primarily from: 1) excess time spent in TCP slow-start,

which is addressed in [93] by use of better rate estimation, and 2) interactions between spatially proximate

interfering flows [98, 90] by using neighborhood-based random early detection and rate control techniques.

In comparison to the above schemes, Hop does not rely on end-to-end rate control, and thereby eliminates

the complex interaction between TCP and 802.11 that is the root of its performance and fairness problems. In-

stead, Hop uses simple mechanisms—batching, hop-by-hop backpressure and ack withholding—to improve

performance as well as fairness. Hop requires no modifications to the 802.11 MAC protocol.

4.6.2 Implemented alternatives to TCP

Few implemented alternatives to TCP are available for reliable transport in 802.11 networks today. At the

time of writing, we found only two such implementations—TCP Westwood+ and DTN2.5—both of which

we compare against Hop. Hop’s use of hop-by-hop reliability and backpressure is similar to a recent proposal,

CXCC [92], but differs in its use of burst-mode, ack withholding, virtual retransmissions, etc. We could not

compare Hop against CXCC as it is not implemented for 802.11.

Two recent systems, WCP [91] and Horizon [107], also address TCP’s performance and fairness problems

over 802.11. WCP, similar in spirit to NRED [98], augments TCP’s end-to-end rate control with network-
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assisted feedback about contention along the path. WCP shows significant gains in median throughput (or

fairness) under load, but often reduces the mean throughput considerably. Horizon uses backpressure schedul-

ing with multi-path routing as a shim between unmodified TCP and 802.11 layers, and shows improved

fairness under load in a majority of experimental runs at the cost of mean throughput. In comparison, Hop

consistently shows significant improvement in fairness and mild improvement in mean throughput under load.

Although we have not performed a head-to-head comparison to Hop, we note that both WCP and Horizon

rely on link-layer ARQ per frame that our experiments (Figures 4.7 and 4.10) suggest are inefficient for lossy

wireless links.

4.6.3 Other related work

Backpressure: Backpressure was first investigated in ATM [108] and high-speed networks [83] to handle

data bursts. A seminal paper by Tassiulas and Ephremides [94] showed that backpressure scheduling can

achieve the stable capacity region of a wireless network. This paper sparked off a large body of theoretical

work [112] on optimal scheduling, routing, and flow control in wireless networks. However, backpressure

scheduling is NP-hard, incurs a high signaling overhead per transmission, and is difficult to implement with

the 802.11 MAC layer, so few practical implementations exist.

In recent times, backpressure-like ideas have been adapted for congestion control as an alternative to TCP

[92] or underneath TCP [79, 107, 109]; for unreliable hierarchical data aggregation in sensor networks [71];

for reliable bulk transport in linear sensor networks and a single flow [76], etc. Similar to Hop DiffQ[109]

uses backpressure congestion control for multi-hop wireless networks. However, Hop performs backpressure

over blocks to amortize the signaling overhead, uses ack withholding to to alleviate hidden terminal losses,

and uses per-hop reliability with virtual retransmissions to efficiently deal with in-network losses.

Batching: The idea of batching frames to reduce wireless overhead has been employed in much existing

work. FRJ[110] optimizes link-layer performance by combining frame batching, partial packet recovery,

and bit-rate adaption techniques. Ng et al. [85] show that adapting the burst size of txop’s in 802.11e to

the load can improve TCP fairness in WLAN settings. WildNet [88] leverages batching with FEC and bulk

acknowledgments at the link layer over long-distance unidirectional 802.11 links. Kim et al. [111] aggregate

TCP frames using the 802.11n burst mode to amortize the MAC protocol overhead. In comparison, Hop

jointly leverages batching both at the link and transport layers.

4.7 Conclusions

The last decade has seen a huge body of research on TCP’s problems over wireless networks, but TCP

for good reasons continues to to be the dominant real-world alternative today. One reason may be that TCP
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is good enough in the common case of wireless LANs, and solutions proposed for more challenged environ-

ments do not perform well in the common case. A natural question is if we can have one simple transport

protocol that yields robust performance across diverse networks such as WLANs, meshes, MANETs, sensor-

nets, and DTNs. Our work on Hop suggests that this goal is achievable. Hop achieves significant throughput,

fairness, and delay gains both in well-connected WLANs and mesh networks as well as disruption-prone

networks.
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CHAPTER 5

CONCLUSIONS

In this thesis, we examine the problems in data management and wireless transport on diverse sensor

networks. Specifically, we focus on two topics, i.e., how to explore the resources on the edge of the network

to achieve energy efficiency and data accuracy simultaneously, and how to optimize diverse user needs on the

same sensor network in the presence of limited resources.

To explore the resources on the edge of the network, we proposed PRESTO, a model-driven predictive

data management architecture for hierarchical sensor networks. PRESTO makes intelligent use of proxy

and sensor resources to balance the needs for low-latency, interactive querying from users with the energy

optimization needs of the resource-constrained sensors. Our experiments showed that PRESTO yields an

order of magnitude improvement in the energy required for data and query management, simultaneously

building a more accurate model than other existing techniques.

To optimize diverse user needs, we proposed a utility-driven approach, MUDS, to maximize data sharing

across users while judiciously using limited network and computational resources. MUDS addresses three

key challenges: how to define utility functions for networks with data sharing among end-users, how to com-

press and prioritize data transmissions according to its importance to end-users, and how to gracefully degrade

end-user utility in the presence of bandwidth fluctuations. We instantiated this architecture in the context of

geographically distributed wireless radar sensor networks for weather. The trace-driven simulations show

that MUDS significantly improves system utility than the non-data-sharing approaches.

To optimize wireless transport, we presented Hop a fast, robust and simple wireless transport protocol.

Hop is fast because it reduces sources of overhead for reliable per-hop block transfer, eliminates noisy end-to-

end rate control, and nearly always send at link capacity. Hop is robust because it operates under high route

flux and makes progress even in partitioned topologies. Hop is simple because it eliminates many complex

interactions between the transport layer and 802.11. Our experiments on a real wireless mesh testbed show

that Hop achieves orders of magnitude higher goodput than the existing reliable transport protocols.
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