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Abstract—We provide a toolbox which allows us to accurately
analyze the performance of cryptographic protocols in wire-
less environments, where protocols are subject to sophisticated
adversarial attacks including jamming, message insertion and
message deletion. As an application of our toolbox, we consider
the fundamental problem of how to securely establish a key over
a wireless channel in the presence of an adversary. We are able
to efficiently and accurately quantify the efficiency of existing
families of key exchange protocol, showing, for example, that
an ID-based approach can offer an almost 10-fold improvement
in energy consumption when compared to a traditional PKI-
based protocol. We then introduce an entirely new class of key
exchange protocol designed specifically for the wireless envi-
ronment. Here, we combine traditional cryptographic methods
with physical-layer techniques, including the use of “ephemeral”
spreading codes, cooperative jamming, and role-switching. Using
the toolbox, we demonstrate that the new approach offers further
significant performance advantages over traditional designs.

I. INTRODUCTION

With the wide proliferation of wireless communication,
securing information sent over wireless channels is important
and has rightfully received significant research attention. How-
ever, the design and evaluation of security protocols for wire-
less communication systems has mainly focused on traditional
metrics of security, such as resilience against various attacks,
key-size versus computational complexity tradeoffs, etc. No
doubt, such metrics are important security considerations, but
from a complementary viewpoint it is also equally important
to understand the efficiency of a security protocol measured
in terms of its communication or other costs.

Inherently, communication over wireless channels is proba-
bilistic in nature due to random errors caused by signal fading,
multipath/shadowing and noise, and due to potential adver-
sarial attacks such as signal jamming. Therefore, evaluating
the end-to-end performance of a security protocol becomes
especially difficult when considering a wireless setting. To
give an example, suppose that a security protocol requires
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the exchange of certain messages over an open wireless
channel that is subject to adversarial attacks that can cause
multiple re-trials and protocol restarts. These messages and the
signals of the adversary will both be subject to random signal
fading; thus, the logical flow of the security protocol will be
probabilistic in nature. Evaluating the end-to-end performance
is thus non-trivial.

Thus, the above observation motivates the question of
whether efficient analysis tools exist that can be used to
quickly and accurately characterize the performance of cryp-
tographic protocols operating on wireless channels. In this
paper, we focus on the development of such tools and then
consider their application to the fundamental problem of
how to efficiently establish a shared secret key over an open
wireless channel in the presence of an active adversary.

In particular, motivated by protocols for the key estab-
lishment problem, we observe that cryptographic protocols
employed over wireless channels can be regarded as a type of
dynamic probabilistic system. This allows us to provide a sys-
tematic method for their analysis as follows. First, the standard
flow diagram for a cryptographic protocol is augmented by
adding costs (energy, delay) and probabilities to its branches,
where the latter are derived from channel models. Second,
the flow diagram is simplified using a standard collection of
equivalences which then leads to a “transfer function” for the
protocol. Lastly, this transfer function then enables studying
virtually any metric of interest, such as the expected cost
(e.g. energy, delay) of the protocol, moments of these costs,
or the probability that these costs exceed some threshold.

A. Wireless Key Establishment

We apply our analysis techniques to a detailed consideration
of the problem of key establishment in the presence of an
active adversary. Bootstrapping security over a wireless chan-
nel requires first establishing a jam-resilient communication
channel, since otherwise open air transmissions are highly
susceptible to disruption attacks such as signal jamming. A
state-of-the-art approach that is generally employed in this
setting is to use spread-spectrum communications techniques,
which limits an adversary’s ability to jam network nodes’ sig-
nals without expending large amounts of energy [1]. However,
establishing a spread-spectrum channel requires the concerned
parties to already share or securely establish a cryptographic
key, enabling them to select a ‘private’ spread spectrum
channel which is unknown to the adversary. In turn, this
requires any pair of network nodes who might wish to establish
jam-resilient wireless communication to either have available



a pre-established key, or to run a key establishment protocol
over an ‘open’ channel prior to switching to a spread spectrum
channel determined by the agreed key.

Consider first the case of using pre-established keys. If we
consider the setting where we have a large numbers of network
nodes who may wish to establish secure communications and
where node compromise is a realistic threat – for example
in an emergency scenario or in a military environment –
then having a single, system-wide pre-established key is not
a viable solution, since compromise of a single node then
compromises the whole network. On the other hand, having
a unique pre-shared key per possible pair of communicating
parties is not a good solution either, since it does not scale
well and is inflexible once deployed. Intermediate solutions,
such as those proposed in [2], [3], scale better, but may
still require substantial key storage at the nodes. Clearly this
provides a highly flexible means of bootstrapping a secure
wireless channel between two wireless devices, making it
very attractive in many emergency and military scenarios. The
problem, however, is that the messages exchanged during key
establishment are subject to active adversarial attacks. Because
of this (and because of the inherently noisy communications
environment), the protocol participants may be forced to repeat
steps, or even re-start the protocol from scratch, many times
before a session key is successfully established. This implies
that establishing a private spread spectrum communications
channel may incur significant energy costs, quickly draining
battery energy for example. At the outset, it is not clear which
protocols minimise energy consumption, or indeed what trade-
offs between security and cost might be possible. Quantifying
these is essential in selecting the best candidate protocol for
a wireless environment. Nor is it clear that current classes
of protocol for key exchange, designed mostly with wired
networks in mind, are even well-suited to deployment in
wireless networks, or whether alternative protocols designed
specifically for the wireless environment might perform better.

This fundamental problem of key establishment over open
wireless channels was recently highlighted in [4], where the
authors used an off-the-shelf key exchange protocol combined
with the technique of uncoordinated frequency hopping (UFH)
for exchanging the messages of the protocol. However, this
paper does not provide any systematic means to analyze the
performance of the protocol in terms of its communication
cost under various active attacks. From a communications
perspective, the UFH technique proposed in [4] has limitations
when considering a sophisticated follower-jammer in which
case this technique can be highly inefficient.

Another technique for key establishment over wireless
channels was recently proposed in [5] in which the receiver
stored wideband signals and worked backwards to decipher
the messages. This scheme has two limitations: one, the
process of storing wideband signals can be easily disrupted
by a jammer by saturating the front-end receiver filter of
the wireless node (this is why current military radios em-
ploy frequency-hopping), and second, the original message
transmission employs successively weaker signal spreading

which can be easily jammed thereby disrupting the backward
decoding process.

Another line of research in [6], [7], [8] considered the use of
wireless fading to establish a secret key; the main idea here
is to exploit the property that a wireless fading coefficient
between two nodes is reciprocal, random and spatially inde-
pendent, from which a secret key can be extracted. However,
it was argued recently in [9] that communication cost per bit
of secret key established is an important performance measure
in wireless environments and, from this viewpoint, extracting
a secret key from fading coefficients is highly inefficient
under active adversarial attacks. Thus, this technique is best
suited only for limited scenarios of passive adversary and low
external noise.

B. Our Contributions

What emerges from our study is a a quantitative analysis
method for cryptographic protocols operating over wireless
channels which, when applied to the example of key exchange
in a jamming environment, immediately demonstrates that
traditional measures of security – such as forward security,
or whether the authentication provided is implicit or explicit
– are insufficient to identify which are the ‘best’ protocols
according to suitable measures of efficiency and security. The
analysis method is generally applicable, easily accessible to
the community, and has the potential to provide a standard
methodology by which cryptographic protocols for wireless
channels can be evaluated.

The analysis method allows us to quantitatively compare
a number of ‘classical’ approaches to key exchange in a
jamming environment. For example we show that, contrary
to what might be expected from [4], explicit authentication
of individual protocol messages via digital signatures is not
the most energy-efficient approach in the face of a jamming
adversary. More extreme, we show that if we are prepared
to give up on forward security for our safe channel, then the
very simple SOK protocol [10] is difficult to beat in terms of
its communication costs and anti-jamming properties.1 Thus,
from the perspective of ‘classical’ key exchange, our paper
has something quite new to say: the consideration of jamming
adversaries is a game-changer when it comes to deciding how
to select a key exchange protocol.

And, finally, we examine the problem from a different direc-
tion: we show how state-of-the-art key exchange methods and
physical layer communications techniques can be combined to
thwart the jamming adversary, whilst maintaining communica-
tions and computational efficiency for the legitimate network
nodes. In particular, we augment the ‘classical’ approach

1A justifiably skeptical reader might question the abandonment of forward
security here. However, once a secure spread-spectrum channel is established,
it is a trivial matter to efficiently arrange for forward security by simply
running an unauthenticated Diffie-Hellman key exchange over the channel.
An adversary without the spreading code would have to record the entire
channel bandwidth to even be able to extract the Diffie-Hellman messages if
the spread-spectrum code is later compromised. And the recording of wide-
band channels is challenging, particularly in an environment with significant
electromagnetic interference from radars and jamming.



by the use of a publicly-announced (but randomly chosen)
spreading code – we refer to this as physical layer augmented
key exchange. Informally, the main benefit of using such a
code is that an adversary who is either not prepared to spend
the energy to continuously monitor the communications path
between legitimate nodes or experiences significant multipath
fading may miss this announcement, and will not then be able
to efficiently jam the subsequent messages exchanged between
the nodes.

C. Paper Organization

Section II presents the adversary and wireless communi-
cations models, including how to calculate probabilities for
message transmission success/failure for various types of com-
munication systems operating over wireless channels. Section
III details the analysis method, while Sections IV through VI
describe the application of the analysis technique to secure
key establishment in a jamming environment. Finally, Section
VII presents the conclusions.

II. SYSTEM MODEL

The analysis tools presented in this paper can be applied
to generic protocols, both cryptographic and others, operating
over general wireless communication channels. However, to
motivate the analysis tools and clarify the presentation, we
provide in this section a basic adversary and system model
for the wireless network scenario. In addition, we provide a
tutorial treatment illustrating how to extract parameters from
the wireless channel model that are required as inputs to the
probabilistic algorithm analyses later in the paper.

A. Adversary Model

Consider three entities, Alice, Bob and Eve, where Alice and
Bob are legitimate nodes that want to communicate over an
open wireless channel while Eve is an adversary that wants to
eavesdrop/disrupt this process. By an “open” wireless channel,
we mean a wireless channel whose parameters (e.g., frequency,
power, channel encoding, etc.) are known publicly. We assume
that Eve can listen to messages exchanged between Alice and
Bob, and mount attacks only through the wireless channel;
i.e., besides wireless signal transmission/reception there is no
other mechanism available for Eve. Such other mechanisms
are clearly beyond the scope of this paper since our focus
is on modeling attacks specific to the wireless channel. Eve
can passively eavesdrop as well as actively disrupt the key
exchange process. In particular, Eve can transmit her own data,
fake messages and/or a random noisy signal; however, all of
Eve’s transmissions occur through the wireless channel and
are subject to the natural signal fading phenomenon caused by
reflections in the environment that is incurred by the legitimate
nodes. Thus, while Eve can control her own transmissions,
she cannot control the fading characteristics of the wireless
channel. As a result, every strategy of Eve is subject to
probabilistic success which can be high or low depending on
the physical parameters such as location, transmit power, etc.

We assume that Eve has bounded transmission power (i.e.
an energy expenditure of some finite β per unit time), as this is
a basic hardware limitation of all radio transmitters. However,
we will assume that there is no limitation on the total energy
expended by Eve; in other words, whereas Alice and Bob may
be battery-operated wireless nodes for which limiting energy
expenditure is paramount, Eve can be plugged into a wall
outlet and thus have no concerns about battery lifetime.

Finally, Eve can be located anywhere, but we assume that
there is a non-zero distance between Eve and the legitimate
nodes; in other words, there is a “safe range” around Alice
and Bob in which Eve cannot be located. At first glance
such an assumption seems like a weakness relative to attacker
models that employ an “adversary everywhere” approach, but
it simply is to avoid the singularity when Eve is located exactly
at Alice or Bob’s location, which cannot occur in practice.
For many of our envisioned applications (e.g., communication
between two dismounted soldiers), it is clear that an adversary
extremely close to Alice or Bob can be eliminated by physical
means. And, perhaps more pragmatically, it will be clear
from the numerical results that the main conclusions of this
paper on both the utility of the analysis methodology and the
comparison of key exchange schemes are accentuated as the
safe range becomes smaller.

B. Wireless Communication Model

We assume a network where Alice and Bob are at fixed
locations a distance dAB apart. Per above, Alice and Bob are
each surrounded by a safe range where Eve is known not
to be located. The radius of this region, rs, is an important
parameter, which is directly related to the amount of jamming
power incurred. Eve can be anywhere outside the safe ranges.
Since Eve’s disruption is maximized when she lies on the line
between Alice and Bob, we assume a linear network model
with all three nodes on a single line as given in Fig. 1.

Alice Eve Bob

dAB

safe range

rs

Fig. 1. Description of the wireless setting where Alice, Bob and Eve are
located on a line. Alice and Bob are the legitimate nodes with a distance dAB

apart. Both have some certain safe range with a radius rs surrounding them.
Eve can be located anywhere outside safe ranges, however it is optimal for
Eve to be located on the line to deliver maximum jamming power.

In this section, we introduce the communications models
that will be used to generate inputs for the analyses of
protocols. While the calculations are based on a careful study
of the physical layer, much of the detail is reserved for
Appendix A so as to not interrupt the main flow of the paper.

There are two effects that impact the received power in
the wireless environment: large scale path-loss caused by the
distance between the transmitter and receiver, and small scale



multipath fading caused by signal reflections, as described in
detail below.

First, consider path-loss. When a transmitter transmits, the
signal spreads out in space, and hence the power density
decreases the further one is from the transmitter. Hence, the
energy received without any other impairments at a node B
from transmission by a node A is given by:

Ercv = Esend/d
α
AB (1)

where, dAB is the distance between node A and node B, and
α is the “path-loss exponent”, which generally ranges from 2
to 4 depending on the environment.

However, the primary impairment impacting the signal in
wireless communication systems is multipath fading, which is
caused when the transmitted signal reflects off objects in the
environment. The difference in the length of the paths followed
by these reflections relative to the direct signal and, hence,
their relative phase, causes the reflections and main signal to
add destructively or constructively at various points in space.
This causes the actual received signal power to vary randomly
around that in (1). Conceptually, what happens is the same as
when one throws two rocks in the pond: the interference of the
two sets of waves cause a spatial pattern of peaks and troughs.
A receiver essentially takes a sample of this spatial pattern at
its location that can be above or below the average that would
be expected at that point. The random variation in received
power is also time-dependent. This is due to the signal taking
different paths in time caused by movement of the receiver
and/or other objects in the environment. Hence, the actual
received signal energy is a random value that depends on
location, time, and (as described next in detail) the frequency
of the transmitted signal.

Important for a basic understanding of the design of pro-
tocols for wireless channels is an understanding of how the
multipath fading affects narrowband and wideband commu-
nication systems. A narrowband system is one that occupies
only a narrow frequency range, an example of which were
early analog cell phones of bandwidth 30 kHz. A wideband
system is one whose signal occupies a much larger frequency
range, an example of which would be more recent spread
spectrum cell phones with bandwidths on the order of 1 MHz.
The spatial fading pattern described above also depends on
the frequency of operation. The fading pattern is correlated
for two frequencies located close enough to one another. For
example, in a typical urban outdoor environment, it takes
roughly a 100 kHz separation between two frequencies before
the spatial multipath fading patterns at those two frequencies
can be assumed to be independent [11]. Hence, a narrowband
system will be impacted on by essentially a single pattern
corresponding to the frequency it is operated around. In
contrast, wideband systems, if designed properly, can achieve
the average of a large collection of fading patterns. By the
law of large numbers, each instantiation then approaches its
average, and the fading is essentially eliminated.

The above rough description of the phenomenon allows
the derivation of the probability that a packet is received

under each of the narrowband and wideband models. Modern
communication systems demonstrate a threshold effect in
the received signal-to-interference-plus-noise ratio (SINR): a
packet is received with high probability if the SINR is above a
given threshold γ, and the packet is lost if the received SINR
is below γ.

As described in Appendix A, for a narrowband system
the random power variation caused by multipath fading is
modeled as an exponential random variable. Let P (B←A)

rcv be
the probability that a packet sent from A is received at B;
then, from Appendix A,

P (B←A)
rcv = exp

(
−γ

N0

EA
dαAB

)
(2)

for a transmission from A to B on a narrowband channel,
where N0 is a parameter proportional to the power of the
thermal noise in the receiver.

In this work, we are also interested in this probability where
an active adversary is also present sending a jamming signal
over the narrowband channel. The jamming power received
from E is also subject to fading and hence modeled as an
exponential random variable, but with a different parameter.
The probability of successful reception under jamming is the
found as

P (B←A)
rcv |Jamming =

exp
(
−γ N0

EA
dαAB

)
1 + γ

EA/dα
AB

β/dα
BE

(3)

Notice that, as expected, it becomes more likely to receive
when the attacker’s transmit energy β is lower or her distance
to B, dBE , is larger. Details of this calculation are given in
Appendix A.

The probability values for the wideband channel are found
next. Per above, a well-designed system for a wideband
channel will mitigate the multipath fading through averaging;
hence, the packet is either received or not based on the path-
loss incurred on the transmission (1): hence, for a wideband
wireless channel:

P (B←A)
rcv =


1, if

EA/d
α
AB

N0
≥ γ,

0, if
EA/d

α
AB

N0
< γ.

(4)

III. ANALYSIS METHOD

A. Introduction

A cryptographic protocol over a wireless channel can be
regarded as a dynamical system, which probabilistically passes
through a number of stages. As a simple example, consider the
simple key exchange protocol described in Fig. 7. The protocol
has three steps during which A and B exchange messages.
They then switch to communicating on a spread spectrum
communication channel that is determined by the session key
KAB established by the protocol. Consider the corresponding
flow diagram in Fig. 8. From any given state, the next step
depends on the occurrence of some random event based on
the wireless channel. Moreover, each step has an associated



cost to Alice and Bob, which causes the overall cost of the
key exchange to be random.

Before presenting a detailed step-by-step approach on how
to evaluate the performance of dynamical systems on wireless
channels, first we give a brief discussion of the underlying
theory. A dynamic probabilistic system can be modeled as a
Markov process. The stages in the system correspond to states
in a Markov process. The branches connecting the stages of
the protocol correspond to the state transitions of this Markov
process, and each state transition has an associated probability.
In our case, however, each transition incurs a cost (e.g. energy
or delay) to Alice and Bob. Our aim is to study the Markov
process and find the distribution of its overall cost from the
initial state to final state. To accomplish this, we employ
linear system theory tools used to evaluate dynamic systems in
operations research and decision analysis [12]. In this method,
the Markov state diagram is mapped to a signal flow diagram
where states become nodes and branches that represent state
transitions become systems that the signal passes through. The
biggest advantage of mapping the Markov process to a linear
system is that the rich set of tools available for linear system
analysis then becomes available to us. In particular, once the
Markov process is mapped to a signal flow diagram, reduction
methods can be used to find the transfer function between the
input and output signals. This transfer function is the moment-
generating function (mgf) of the random cost, and it will have
great utility in answering questions of interest.

Definition 1: Let X be a real-valued random variable. The
moment-generating function of X is defined as

MX(s) = E(esX), (5)

where E(·) corresponds to expectation.
We sometimes are interested in the joint behavior of two

random costs X,Y (e.g., energy and delay). The moment-
generating function of X,Y is defined as

MXY (s, t) = E(esXetY ) (6)

Note that the marginal mgf can be easily found by the
following relation: MX(s) = MX,Y (s, 0)

The mgf of a random variable completely characterizes its
distribution and the exact probability density function can be
found by an inverse transform. However, often a statistic of
the cost is of more interest than the complete distribution.
The moment-generating function, as one would expect from
its name, readily supplies such; in fact the cross of the mth

moment of X and the nth moment of Y is given by:

E(XmY n) =
∂MXY (s, t)

∂sm∂tn

∣∣∣
s=0,t=0

, (7)

and the expected value of X (of Y ) is just the special case
with m = 1 and n = 0 (m = 0 and n = 1).

Often it is also of interest to know how likely it is that the
cost will exceed a certain amount; for example, a radio might
have some initialization period during which the protocol must
be executed, and hence it is of interest to know the probability
that the protocol is not executed within that period. One would

Markov Process Linear System
State Diagram Signal Flow Diagram

State Node
Initial State Input Node
Final State Output Node

State transition from Si to Sj Signal passing through a linear system
Branch with prob. pij , Linear system with transfer function

cost X,Y units h(s) = pije
sXetY

End-to-end cost distribution Overall impulse response
Moment-generating function Transfer function

of cost distribution of the whole system

TABLE I
MAPPING A MARKOV PROCESS TO A LINEAR SYSTEM

find this by calculating the so-called “tail probability,” which
is readily bounded with the mgf through the Chernoff bound:
Chernoff Bound
Let X be a random variable, and MX(s) its moment-
generating function. Then

P (X ≥ c) ≤ min
s≥0

(e−scMX(s)),∀c ∈ R (8)

B. Methodology

In this section, we demonstrate how to obtain the mgf of
the random cost of interest. First, consider the state diagram
for an arbitrary Markov process as given in Fig. 2. To map
this state diagram to a signal flow graph, each state is replaced
with a small black circle to represent a node. The transition
from state i to state j is labeled with pije

sXetY , where pij
is the probability of transitioning to state j from state i, X
is the cost of that transition in the first metric of interest,
and Y is the cost of that transition in the second metric of
interest. This mapping is also summarized in Table I. The
probability of the transition can be found from the wireless
system calculations of Section II-B, whereas the costs will be
clear from the protocol description.Si SjpijCost: (X,Y) pij esX etY
Fig. 2. The Markov state diagram is mapped to a signal flow diagram. Each
state is mapped to a node, each state-transition is mapped to a branch between
nodes.

Next, the system flow diagram is systematically reduced
through a number of transformations as shown in Figure 3
until a single branch from the initial state to the final state
is obtained. The label of that branch corresponds to the joint
mgf of X and Y . A simple example in the next section will
make this straightforward procedure clear.

C. Example

Consider a simple wireless communication algorithm where
Alice wants to send a message to Bob. We are interested in the
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Connection
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=

h1(s)

h1(s)

Fig. 3. Basic equivalences in signal flow diagrams. These equivalences can
be used to reduce any signal flow diagram to a single branch containing the
input and output nodes.

total energy and time (delay). Alice first probes the channel.
If the channel is “good”, which happens with probability pG,
she transmits with parameters chosen for the good channel,
where the message costs an (energy, delay) value of (N1, D1)
per transmission. Alice keeps repeating the message until
it is delivered, where for each trial she is successful with
probability p1. Similarly, if the channel is “bad”, she does the
same with a cost of (N2, D2) per trial with success probability
of p2. We model this communication example as a Markov
process with four states as given in Fig. 4. The initial state is
where Alice probes the channel, two intermediate states are
the cases of the channel being good or bad, and the final state
is where Bob received the message correctly.

As shown in Fig. 4, this Markov process is mapped to a
signal flow diagram. The transfer function of this signal flow
diagram is found using the reduction methods of Figure 3, and
the transfer function is found to be:

MXY (s, t) =
pGp1e

(1+N1)se(1+D1)t

1− (1− p1)eN1seD1t
+

pBp2e
(1+N2)se(1+D2)t

1− (1− p2)eN2seD2t
,

where X and Y are the random variables denoting the overall
costs in terms of energy and delay, respectively. Suppose we
would like to find the expected value of the energy Alice
spends to deliver the message. Then

E(X) =
∂MXY (s, t)

∂s

∣∣∣
s=0,t=0

=
∂

∂s

(
pGp1e

(1+N1)s

1− (1− p1)eN1s
+

pBp2e
(1+N2)s

1− (1− p2)eN2s

)∣∣∣
s=0

= pG(1 +
N1

p1
) + pB(1 +

N2

p2
)

For this example, the above value can be verified easily by
inspection. For the second cost metric Y , we find the bound on
the tail probability using the Chernoff bound in (8). Suppose
we are interested in the probability that delivering a message

to Bob takes longer than a threshold of c unit time.

P (Y ≥ c) ≤ min
t≥0

(e−tcMY (t))

= min
t≥0

e−tc
[ pGp1e

(1+D1)t

1− (1− p1)eD1t
+

pBp2e
(1+D2)t

1− (1− p2)eD2t

]
We next illustrate how the physical model is used to calcu-

late the parameters for numerical evaluation. The probability
and cost values in the signal flow diagram in Fig. 4 are
found by the wireless communication model given in Section
II. Suppose when Alice has a good channel, she sends her
message with a transmit power of EA = 1mJ/s, where
transmission happens at a rate such that each message takes
D1 = 10ms to transmit. Therefore, the sending of each
message costs N1 = 10µJ. Suppose the distance between
Alice and Bob is dAB = 20, where the path-loss exponent
of the medium is α = 2. Suppose the thermal noise power is
N0 = 1µJ/s, and the SINR threshold for successful decoding
is γ = 0.5. Then the value p1 in the analysis is given by

p1 = P (A→B)
rcv = exp

(
−γ

N0

EA
dαAB

)
≈ 0.82

With similar calculations, we find for the bad channel, p2 ≈
0.37, N2 = 40µJ, D2 = 20ms. Finally, assume pG = 0.3 and
pB = 0.7, and probing the channel costs energy and delay of
1µJ and 1ms, respectively.

The expected energy cost is then

E(X) = pG(1 +
N1

p1
) + pB(1 +

N2

p2
) ≈ 80.3µJ (9)

Next, we calculate the upper bound on the tail probability
for the case that sending a message to Bob takes more than
c = 250ms.

P (Y ≥ c) ≤ min
t≥0

(e−tcMY (t)) ≈ 0.047, (10)

where the upper bound is found by a numerical linear search
in t. Hence, the message is delivered within 250ms with more
than 95% confidence.

IV. KEY EXCHANGE PROTOCOLS

A key exchange protocol provides a mechanism by which
two parties A and B can generate a common secret key (or
session key) while communicating over an insecure channel.
Many different security models and security definitions for key
exchange protocols have been developed by the cryptographic
research community (see for example [13], [14], [15], [16]).
A consensus has now emerged around a few essential security
properties. Session-key security refers to the property that the
compromise of one (or many) session key(s) should not affect
the security of other session keys. Forward security refers to
the property that past session keys are not compromised even
if the long-term keys of the parties are. The prevention of
unknown key-share attacks and resilience to key-compromise
impersonation attacks are also considered important, if sec-
ondary, goals. For our analysis, an important characteristic
will be whether the messages in the protocol are explicitly
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Fig. 4. An example which demonstrates the analysis tool. The cost of a simple
wireless communication algorithm is analyzed. The algorithm is described
as a Markov process with four states. For each state transition, there is an
associated probability and a cost value. For the analysis, the state diagram
is mapped to a signal flow graph using the conversions in Table I. Then the
signal flow graph is reduced to an equivalent circuit to obtain an analytical
closed-form expression for the transfer function (mgf of the cost) using the
rules in Fig. 3.

authenticated or not. In the former case, each message is
accompanied by a digital signature and a time-stamp, giving
a proof of origin and freshness. In the latter case, parties in
the protocol do not have such guarantees, but still obtain an
implicit key authentication property: each party is assured that
only the other could generate the same session key.

We are interested in evaluating the performance of different
types of key exchange protocol in wireless environments, in
the face of a sophisticated active adversary. We will consider
protocols in the traditional PKI setting, where each node is
equipped with a public/private key pair, as well as protocols
in the identity-based setting. There, each node is associated
with an identifier (such as a network address) from which its
public key can be derived, while a trusted authority (TA) will
pre-provision each node with the private key corresponding to
its identifier.

In the remainder of this paper, we will consider four
representative protocols, each of a different type. To maintain a
level playing field for fair comparison of the different protocol
types, we will assume that all nodes have their public key
certified by a single CA in the PKI setting, and that this
CA’s public key is hard-coded into the network nodes. We

will also assume that certificates consist solely of the CA’s
signature on the nodes’ public keys. (In reality, certificates
are much larger and more complicated data structures than
this.) Similarly, we will assume that, for the identity-based
setting, each node obtains its private key from a single TA
and that this TA’s public parameters are hard-coded into the
network nodes. In addition, we assume that, since the networks
we study are large and dynamic, each node holds its public
key (or identifier) and corresponding private key, but does not
know the public keys (or identifiers) of other network nodes.
Pre-empting our later analysis, we focus on minimising the
message sizes, using state-of-the-art cryptographic schemes to
do so. Finally, we take 128 bits as the target security level
for all our key exchange protocols. This is appropriate for the
protection of, for example, classified information in tactical
military networks, but may be higher than is required in a
commercial sensor network, say. Since we wish to prioritize
communications efficiency above computational performance,
this target security level implies that we will make extensive
use of elliptic curve and pairing-based cryptographic tech-
niques. Details of these are beyond the scope of this paper,
but we include sufficient references to enable the interested
reader to verify our parameter choices.

We start by considering a classical PKI-based Diffie-
Hellman key-exchange protocol (Fig. 5, left). This protocol
is forward secure and the protocol messages are explicitly
authenticated. In this solution, A sends B a message of the
form MA = (pkA, cA, DHA, tA, σA), where pkA is A’s public
key (256 bits), cA is the certificate on her public key (256
bits), DHA is the Diffie-Hellman value (256 bits), tA is a
time-stamp (32 bits) and σA is a signature on the whole
message, for authentication (512 bits). Here we use a BLS
signature [17] for the certificate. This allows us to minimise
the signature size and exploits the fact that we do not need
to transmit the CA’s public key. (For the BLS scheme, at
the 128-bit security level, we need to use a BN curve [18],
asymmetric pairings and sextic twists. This gives a signature
size of 256 bits but a CA public key size of 512 bits.) We use
the ECDSA scheme for the signature σA, in order to minimise
the sum of the size of this signature and the corresponding
public key (totalling 768 bits at the 128-bit security level)
whilst avoiding the relatively expensive pairing calculations
that would be needed in the BLS scheme2. We assume that
the Diffie-Hellman exchange takes place over a pre-agreed
elliptic curve group whose elements can be represented by
256 bits, using point compression. Similarly, B sends message
MB to A of the same form; A and B can then create their
session key by applying a key derivation function to the shared
Diffie-Hellman value and their public keys. The total cost per
message is 1312 bits. We note the requirement of this protocol
that the protocol participants have synchronized clocks or
access to a coordinated time service; this is a non-trivial issue

2We note that, at the 128-bit security level, a pairing calculation costs on
the order of 10-20 times an elliptic curve point multiplication [19]; so, while
the cost of a pairing computation is not prohibitive, it is useful to minimise
their number when selecting a protocol.



in practice.

We next consider an analogous protocol in the identity-
based setting. We consider a forward secure identity-based
Diffie-Hellman key-exchange (see Fig. 5, right), whose mes-
sages are explicitly authenticated. Here, A sends B a message
of the form MA = (idA, DHA, tA, σA), where idA is her
identifier (32 bits), DHA is the Diffie-Hellman value (256
bits), tA is the time-stamp (32 bits) and σA is an identity-based
signature on idA, DHA and tA (512 bits). Here, the main
advantage of the identity-based approach over the PKI-based
approach can be seen: there is no longer any need for the nodes
to exchange certificates and public keys; instead an exchange
of short identifiers suffices. To instantiate the identity-based
signatures, we use the BLMQ scheme [20] over BN curves.
At the 128-bit security level, signatures in this scheme consist
of an element of Z∗p, where p has 256 bits, together with an
element of a 256-bit elliptic curve group. B sends a similar
message MB to A. Here the exchanged messages are each 832
bits long. Again, this protocol requires synchronized clocks.

Our third protocol, the SCK-2 protocol from [21], is an im-
plicitly authenticated, forward secure identity-based protocol.
Here A sends B a message of the form MA = (idA, DHA)
and B sends a similar message MB to A (see Fig. 6, left).
The session key is calculated by combining the Diffie-Hellman
private and public values, the identities and the private keys
in a particular way that is detailed in [21]. Here, in fact, there
are a number of possible protocol designs that we could have
selected, with [19] providing a useful survey of the available
alternatives. We have selected the SCK-2 protocol because of
its low bandwidth consumption (here, the protocol messages
are only 288 bits each at the 128-bit security level) and its
proven security properties [21], [19].

Our fourth protocol, the SOK protocol [10], is also implicitly
authenticated, but sacrifices the forward security property in
order to reduce bandwidth to a minimum. In the basic version
of this protocol A simply sends her identifier idA to B and
B sends his identifier idB to A; the two parties then combine
their respective identifiers and private keys in a specific way
to obtain a shared session key. We augment this basic protocol
with 32-bit nonces (see Fig. 6, right), with these nonces being
included in the key derivation step, in order to prevent the
agreed key from being a static value. The exchanged messages
are still very short, just 64 bits each. To instantiate this
protocol efficiently at the 128-bit security level, we use BN
curves and asymmetric pairings, equipping each party with
two private key components, one in each group input to the
pairing operation and using an ordering on node identifiers to
determine in which order hashed identifiers/private key com-
ponents are input to the pairing operation. These modifications
do not affect the bandwidth consumption of the protocol. Basic
versions of this protocol (without nonces) were proven secure
in [22], [23]. In Table II we summarize the properties of the
protocols considered so far.

A B

MA = (pkA, cA, DHA, tA, σA)
−−−−−−−−−−−−−−−−−−→

MB = (pkB , cB , DHB , tB , σB)
←−−−−−−−−−−−−−−−−−−

|MA| = |MB | = 1312 bits

A B

MA = (idA, DHA, tA, σA)
−−−−−−−−−−−−−−−−−−→

MB = (idB , DHB , tB , σB)
←−−−−−−−−−−−−−−−−−−

|MA| = |MB | = 832 bits

Fig. 5. Protocol 1: PKI-based Diffie-Hellman (left); Protocol 2: Identity-
based Diffie-Hellman (right)

A B

MA = (idA, DHA)
−−−−−−−−−−−−−−−−−−→

MB = (idB , DHB)
←−−−−−−−−−−−−−−−−−−

|MA| = |MB | = 288 bits

A B

MA = (idA, nA)
−−−−−−−−−−−−−−−−−−→

MB = (idB , nB)
←−−−−−−−−−−−−−−−−−−

|MA| = |MB | = 64 bits

Fig. 6. Protocol 3: Forward secure, implicitly authenticated, identity-based
(left); Protocol 4: SOK (right)

V. EVALUATION OF KEY EXCHANGE PROTOCOLS

A. Cost Analysis

The key exchange process of interest is summarized in Fig.
7 as a three-step process. For the purpose of cost analysis, we
divide the protocols in Table II into two classes: (1) protocols
with explicitly-authenticated messages, and (2) protocols with
implicitly-authenticated messages. The reason for this is that
the flow diagrams for protocols in each class are identical,
although, with different costs associated with the branches.

1) Protocols with explicitly-authenticated messages: The
flow chart common to both Protocol 1 and Protocol 2 is
given in Fig. 8. Key exchange ends when A and B switch
to communicating on a spread spectrum channel which is
determined by the established session key. Although other
metrics will also be considered below, we assume that E
is focused on making A and B expend as much energy as
possible. Hence, during the transmission of MA (Step 1), E
transmits noise to jam the communication, since transmitting
a fake message does not help as the messages are explicitly
authenticated; therefore, the goal of E is to minimize the
probability of reception of MA by B. For Step 2, Eve listens
to the channel, and if she detects the transmission of MB , she
again transmits jamming noise.

Following the approach in Section III, the flow chart for
a given protocol is converted to its corresponding signal flow
diagram and then simplified to obtain the transfer function. For
the protocols characterized in Fig. 8, the simplified flow dia-
gram is given in Fig. 9. The diagram is completed by finding
the transfer functions for the branches h1(s, t), · · · , h4(s, t),
which is equivalent to calculating each branch’s associated
probabilities and costs. Only two probabilities are required in



Message size (bits) Authentication Forward security
Protocol 1 1312 Explicit Yes
Protocol 2 832 Explicit Yes
Protocol 3 288 Implicit Yes
Protocol 4 64 Implicit No

TABLE II
COMPARISON OF KEY EXCHANGE PROTOCOLS.

A

MB

Open air

Channel: Ch(KAB)

MA

B

Step 1:

Step 2:

Step 3:

Fig. 7. Description of the key exchange protocol over a wireless channel.
A and B exchange messages MA,MB over the publicly known wireless
channel referred to as open air. Then they switch to a spread-spectrum channel
given by the session key KAB , where they can communicate efficiently and
free from jamming attacks as long as KAB is secret.

this diagram: pBA and pAB , the probability of Bob receiving
Alice’s transmitted message MA, and the probability of Alice
receiving Bob’s transmitted signal MB , respectively, which
can be found using the communication model in Section II.

The costs in energy and delay for each branch are then
calculated as follows. Let NA and NB be the transmit energy
spent for transmitting the messages MA and MB , respectively.
The energy expended on the branches in the system flow
diagram are then given by N1 = N3 = NA and N2 = N4 =
NB . Likewise, if DA and DB are the time it takes to send
messages MA and MB , respectively, the delay cost of the
branches h1, h2 are D1 = DA, and D2 = DB . The branch
h3 corresponds to the case where Alice sends her message
but Bob misses and keeps silent. Per above, in that case we
assume Eve will also remain silent, so Alice will quickly sense
that there is no message on the channel and switch to transmit
mode and send MA again, hence implying D3 = NA, and,
likewise, D4 = DB . Note that, on the other hand, if Eve was
focused on maximizing the delay of the protocol, she would
choose to send a fake message during Step 2 even when Bob
misses MA to cause Alice to waste time. This would increase
the third branch’s cost to D3 = (DA +DB).

The overall transfer function is now obtained using the
reduction given in Fig. 9. Let X,Y be the random variables
denoting the total cost in transmit energy and delay, respec-
tively. The moment-generating function of the cost is then:

MXY (s, t) =
h1h2

1− (h1h4 + h3)
, where

h1(s, t) = pBAe
(sNA+tDA),

h2(s, t) = pABe
(sNB+tDB),

h3(s, t) = (1− pBA)e
(sNA+tDA),

h4(s, t) = (1− pAB)e
(sNB+tDB). (11)
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Fig. 9. Markov state diagram for Protocols 1 and 2, and the corresponding
signal flow diagram reduced to a single branch step by step. The state diagram
corresponds to the flow chart in Fig. 8, simplified to three states. The transfer
function of the final signal flow diagram gives the mgf of the cost.

2) Protocols with implicitly-authenticated messages: A dif-
ferentiating feature of protocols employing implicit authen-
tication is that they do not allow a node to immediately
discard a fake message successfully inserted by an adversary.
The flow chart for Protocols 3 and 4 is given in Fig. 10.
When Bob receives a message ME from Eve, he will reply
with his message MB and will attempt to compute a key
KBE ; however, since Eve does not possess the correct keying
materials she will not be able to compute the same key and
the process will fail, forcing Bob to return to the open air
channel to listen. While not compromising security, this will
incur a transmit energy cost for Bob, which was not present
in explicitly-authenticated protocols. While Bob is replying to
Eve’s message, Eve may also send a fake message to Alice,
which also causes her to generate some key KAE and move to
the corresponding spread spectrum channel; again, the process
fails and Alice returns to the start of the protocol. While
protocol re-start is more likely in implicitly authenticated
protocols, the advantage is that the message sizes are shorter
and the cost incurred is lower in each cycle. Thus, we can
see a tradeoff in cost incurred by a protocol versus its other
properties.

We simplify the flow chart to a signal flow diagram as given
in Fig. 11. The additional state S4 is necessary for the case that
Bob receives Eve’s message. Three probabilities are required
on the branches in the diagram: pBA, pBE , and pAB . The
probabilities pBA, pBE are calculated using the insight that
during Step 1, Eve will insert a legitimate message instead of
random noise. The calculation of pAB , however, remains the
same as in the explicitly-authenticated case.
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(Cost: NA, DA)

B receives MA, sends MB

moves to safe channel
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nothing
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Fig. 8. The flow chart for the key exchange described in Fig. 7 for Protocols 1 and 2. In these two protocols explicitly-authenticated messages are exchanged.
The protocol is initiated by A sending MA, which costs an (energy, delay) value of (NA, DA). B may receive this message, receive a message ME from
an attacker, or may not be able to decode the signal at all, each with a certain probability. The protocol is completed after a random series of retrials until
A,B successfully receive each other’s messages and start communicating over the channel Ch(KAB).

Borrowing from Fig. 9, the cost only needs to be calculated
for the branches connecting S1 and S4. The branches labeled
g1, g2 have energy cost values of Ng1 = NA and Ng2 = NB .
To calculate the costs in terms of delay, we assume that when
Bob receives ME , he will reply, so Alice will spend time
to receive this message. Hence the branch g2 has a delay of
Dg2 = DB , and, likewise, the delay for g1 is Dg1 = DA. The
self-loop branch g3 is identical to the case in the explicitly-
authenticated protocol.

The moment-generating function for the end-to-end cost is
given as MXY (s, t) =

h1h2

1−(h1h4+h3)
, where:

h1(s, t) = pBAe
(sNA+tDA),

h2(s, t) = pABe
(sNB+tDB),

h3(s, t) = (1− pBA − pBE)e
(sNA+tDA)

+pBEe

(
s(NA+NB)+t(DA+DB)

)
,

h4(s, t) = (1− pAB)e
(sNB+tDB). (12)
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B. Numerical Results

The number of physical layer symbols transmitted can be
converted to units of the cost metric using the specifications of

the wireless devices. For our calculations, we assume nodes
send messages with a transmit energy of 10dBm, which is
equal to 10mJ/s, and the symbols are transmitted at a rate
of 1Msymbols/sec. Hence sending each physical layer symbol
costs 10−2µJ, and takes 1µs.

1) Transmit Energy Cost: Plots are given in Fig. 12 for the
expected energy expenditure of Protocols 2 and 3. For these
plots, we assume a safe radius rs = 1, and we plot the cost
as a function of E’s location, which varies from dAE = 1 to
dAE = 9. For each value of dAE , we calculate the expected
value of the cost using the mgf’s given in Eqs. 11 and 12.
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Fig. 12. Cost of key establishment using Protocols 2 and 3. The cost metric is
the total transmit energy spent by A and B during the key exchange session.
The values are calculated for the case described in Fig. 1. A and B are
located with dAB = 10 units apart, and E’s location is varied on the line
from dAE = 1 to dAE = 9(hence, dBE = 1). For each value of dAE , the
expected cost is calculated. The probability values are found by the wireless
comm. model using (2), by taking path-loss exponent α = 2, N0 = −20dBm.
The transmit energy per unit time is taken as EA = EB = β = 10dBm for
all nodes.

As can be seen, although they provide the same security,
Protocols 2 and 3 are quite different both in their cost analysis
and cost values. For example, consider dAE = 1. Using
Protocol 3 results in a transmit energy saving of 33%, i.e., by
more than 1.5dB, which is a significant amount by wireless-
communication engineering standards. The comparison of
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Fig. 10. The flow chart for the key exchange described in Fig. 7 for Protocols 3 and 4. The protocol is initiated by A sending MA, which costs an (energy,
delay) value of (NA, DA). B may receive this message, receive a message ME from an attacker, or may not be able to decode the signal at all, each with
a certain probability. In these two protocols implicitly-authenticated messages are exchanged, so the major difference compared to the flow chart in Fig. 8
is that B cannot immediately discard a message ME , causing B to reply and switch to a wrong channel. This causes extra cost to the system compared to
Protocols 1 and 2. The protocol is completed after a random series of retrials until A,B successfully receive each other’s messages and start communicating
over the channel Ch(KAB).

Protocols 2 and 3 illustrates the problem of using message
size as the metric to judge efficiency gains. For example,
Protocol 3 has a total message size of 288 bits while Protocol
2 has a message size of 832 bits; however, because of the
extra cost due to the lack of explicit authentication, the overall
cost reduction with Protocol 3 compared to Protocol 2 is not
necessarily 65% (as implied by ratio between the message
sizes). In fact, for dAE = 9, Protocol 2 requires less transmit
energy on average, by roughly 20%. Aside from showing
comparing the protocols, plots in Fig. 12 illustrate the fact that
the attacker’s location is a very important parameter affecting
the total cost of key exchange over wireless channels. The
cost grows exponentially when the attacker is very close to
either of the nodes, which is natural since the success of an
adversary’s attacks become higher.

Fig. 12 plots the cost as a function of attacker location for
some given rs. However, the exact location of the attacker
is in general unknown to the nodes. Hence, for evaluating a
key exchange protocol, what may be more important is the
maximum cost over all possible attacker locations outside the
safe range, i.e. the worst-case cost. For example, for rs = 1,
for Protocol 2 in Fig. 12 the value for dAE = 1 represents the
worst case cost.

Figs. 13, 14, and 15 compare the worst-case transmit energy
costs of key exchange for varying safe radius sizes. As
expected, an increased safe range results in decreased cost.

Fig. 13 compares Protocols 2 and 3, for which the numbers
for rs = 1 on the plots are the maxima of the curves
in Fig. 12. This shows that there is a benefit, in terms of
reducing the worst case average energy, to use a protocol
with implicitly-authenticated messages in place of one with
explicitly-authenticated messages. Figs. 14 and 15 compare
the cost for Protocols 1 and 2, and Protocols 3 and 4,
respectively. Fig. 14 shows the benefit of switching from PKI-
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Fig. 13. Worst-case cost values plotted for Protocols 2 and 3. Cost metric is
total transmit energy spent by nodes. For a given safe range size rs, E can
be located anywhere outside these ranges. Hence, the place where she causes
maximum cost becomes the worst-case cost for that range. Hence for each
value of rs, the maxima of the cost as a function of E’s location is calculated
and plotted. For example, for rs = 1, the value on the curves can be found
by inspection by locating the maxima of the curves in Fig. 12.
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Fig. 14. Worst-case cost values plotted for Protocols 1 and 2. Calculation is
the same as the case in Fig. 13.

based to ID-based security keeping everything else (security
level, protocol type) the same. Figure 15 shows that a major
gain in cost reduction is obtained by switching to the SOK
protocol, which sacrifices forward security. These figures
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Fig. 15. Worst-case cost values plotted for Protocols 3 and 4. Calculation is
the same as the case in Fig. 13.

compare cryptographic protocols according to metrics that are
important from a wireless communication perspective, and
provide a complementary viewpoint, which is necessary for
system designers in fairly judging the security versus cost
benefits of different protocols. The overall combination of
the changes from PKI-based to ID-based, then explicit to
implicit, then sacrificing forward security, shows almost a 10-
fold improvement in energy consumption. Again we note that,
lack of forward security is a concern only in the case of an
attacker capable of the challenging task of recording the entire
wideband channel. These results also concretely demonstrate
the intuitive approach that achieving small message sizes is
crucial to building secure, jamming-resistant key exchange
protocols for wireless channels.

Finally, the plot for Protocol 2 in Fig. 12 is reproduced
for E’s transmit power increased from being equal to A
and B’s, to four times this value. As expected, the cost
values increase with increased transmit power by attacker.
However, the behavior of the cost as a function of the attacker’s
location is unchanged. The plots are omitted here due to space
constraints. Note that, both safe range size rs, and attacker’s
transmit power are valid parameters as a variable since they
are a direct measure of the jamming power received at the
nodes. However, safe range size rs also effects the probability
that an attacker successfully eavesdrops a message, which is
important for cost evaluation in the scenarios considered in
Section VI.

2) Delay: For delay, a natural statistic of more interest than
the average delay is how likely it is for the key exchange
to complete within a certain time duration. In other words,
we are interested in the probability that the delay exceeds a
certain threshold, which is commonly referred to as the tail
probability. For numerical results, again we use the mgf’s
given in (11) and (12) and use them to find the bounds on
the tail probability. Fig. 16 compares the bounds for Protocols
2 and 3.

VI. PHYSICAL LAYER AUGMENTED KEY EXCHANGE

In this section, we use insights from our cost analysis
of traditional key exchange protocols to make modifications
to the standard cryptographic protocols and improve how
message exchanges are performed physically.
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Fig. 16. Bounds on tail probabilities for Protocols 2 and 3 with Eve keeping
silent if she senses no message MB . For each rs, we calculate the bound for
the worst-case point of the expected value. We hasten to note that the curves
should be considered individually as making a comparison of protocols based
on bounds can be misleading.

A. Protocol Modifications

One observation from the previous analysis is that the large
cost arises because all of the messages need to be carried over
the open air public channel which is subject to active attacks
in which an adversary could force a high cost for sharing a
secret key. Here, the modification we propose is based on the
idea of reducing the number of bits that are carried over the
open channel. We propose the idea of an ephemeral channel,
which is a spread-spectrum channel temporarily established
only for carrying the messages of a key exchange protocol.

The modified protocols are given in Fig. 17. In the first
protocol, a message m containing a random number (less
than 32 bits) for an ephemeral spread-spectrum channel, is
appended to the first protocol message, so the message sent
by A becomes (m,MA). When B receives this message, he
replies back on the channel generated by m, Ch(m). Clearly,
with this method only one of the messages is carried over
the open channel. A second modification to the protocol is
the same idea of sending a randomly generated ephemeral
spreading code; however, this time as a single message over an
open air channel. The protocol is described in Fig. 17 (right).
A only sends the message containing the ephemeral spreading
code over open air. When B receives this message and extracts
the code, he replies with his message MB over Ch(m), and
similarly A replies back with MA on the same channel. In
other words, the whole key exchange protocol is moved to
a spread-spectrum channel. Note that, both these methods are
general modifications that can be applied to any key exchange
protocol in Table II.

These two modified protocols aim to carry at least some
part of the messages on an ephemeral spread-spectrum channel
to avoid signal jamming; however, this benefit comes at the
expense that E could eavesdrop the open, short spreading code
message and thus learn the channel Ch(m), in which case she
can successfully jam the message transfers and the benefit is
lost. Clearly, the protocol may require an increased number
of retransmissions for the message in Step 1, but the cost
of these trials will be reasonable as the message containing
the ephemeral channel code is typically short compared to the



messages exchanged by the key exchange protocols, hence the
increase in message sizes is negligible. The total cost of key
exchange is improved if the benefit obtained in subsequent
steps will offset the added cost incurred for transmission of
the ephemeral channel code.

The idea of sending a random code for establishing an
ephemeral channel is motivated by the fact that the wireless
channel quality is random and time-varying, and packet losses
are inevitable for any receiver including an attacker.

A point to note is that the modifications proposed above do
not significantly degrade the efficiency of the original method
in the case when there are no attacks for that particular session.
This is because the ephemeral code has a short length and will
be delivered quickly under no attacks. Note that this provides
a significant advantage versus [4].
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Step 1:
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Step 3:

Step 1:

Step 2:

Channel: Ch(KAB)

Step 3:

Channel: Ch(KAB)

Step 4:

Fig. 17. Modified protocol (left): Sending a random ephemeral spreading
code appended to the first message. A sends a randomly generated spreading
code and appends it to message MA. After receiving MA and extracting the
code, B sends MB over channel Ch(m) instead of open air as in the classic
protocol in Fig. 7. Modified protocol (right): Sending a random ephemeral
spreading code over the open air. A sends a randomly generated spreading
code m and sends it. After receiving m, A,B exchange MA,MB over
channel Ch(m) instead of open air. In contrast to the classic protocol in
Fig. 7, both protocol messages are carried over a spread-spectrum channel.
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Fig. 18. The flow chart for the key exchange described in Fig. 17 (right) The
protocol is initiated by A sending m. E may receive this message or miss it.
B may receive m, a message mE , or may not be able to decode the signal
at all. Whenever E captures m she jams the communication between A and
B given they were able to switch to Ch(m). If the underlying protocol is
Protocol 3 or 4, E can also incur cost by sending a message ME to A which
she replies back. When B receives mE , he sends the protocol message MB

over a wrong channel Ch(mE). The protocol is completed after a random
series of retrials until m is received by B and missed by E..

S1: A 

sends m

S3: B 
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Fig. 19. Markov state diagram corresponding to the protocol described in
Fig. 17 (right). The flow chart in Fig. 18 is simplified to a state diagram with
three states.

B. Cooperative Jamming and Role-Switching

When the modified protocols with ephemeral spreading
codes are employed, an eavesdropper near Alice will receive
packets with a much lower probability of error than Bob,
and thus it will take significant time for Bob to receive a
packet that Eve does not. Since Eve’s location is unknown, the
system is dominated by the concern of a near eavesdropper.
We address this by utilizing a novel physical layer technique
referred to as cooperative jamming, where a second antenna on
the transmitter (or collaborator) generates noise to reduce the
signal-to-noise ratio at Eve. Although this will also degrade the
signal for Bob, we show that the overall impact is a significant
improvement in the probability that Bob receives a packet that
Eve does not.

Compared to the classic protocols, the performance of the
modified protocols depends more strongly on which of the two
parties initiates the protocol by sending the ephemeral code.
Since nodes in general are not able to gauge their channel
qualities to the other parties, we propose role-switching where
nodes take turns initiating the protocol. For an example, con-
sider the modified protocol in Fig. 17 (right). Suppose A sends
the message m, and starts listening for a reply on Ch(m). If
she cannot receive a message, she reverts to listening for a
message from B over open air. In the meanwhile, B has either
missed the message m, or his reply over Ch(m) has not been
delivered and so he could not receive a message from A. In
either case, B realizes this and switches roles, and becomes
the sender of the ephemeral code, m, over open air.

S1: 

A initiates 

protocol

S3: 

Key 

established

S2:

B initiates 

protocol

Psucc(A)

Psucc(B)1 - Psucc(A)

1 - Psucc(B)

Fig. 20. Markov state diagram for cost evaluation of protocols with role-
switching. A,B take turns in initiating the protocol after each failure. Hence,
at each trial, either the protocol is successful, or the token changes hands.
The probability and cost values for each branch will be adopted from the
individual analyses for A and B using a signal flow graph such as in Figs. 9
and 11.



C. Cost Evaluation and Numerical Results

The flow chart for the modified protocol (Fig. 17 (right)) is
given in Fig. 18. A very similar flow chart for the protocol in
Fig. 17 (left) is omitted. The analysis is similar to previous
sections and thus the basics omitted for brevity. However,
one important difference here is the consideration of the role-
switching described above, as the cost calculation becomes
complicated when nodes take turns in initiating the protocol.
However, this is easily handled by our analysis method. The
Markov state diagram in Fig. 20 is used to find the overall
cost with role-switching, where the values on each branch
is calculated (not given in the figure) by simplifying the
individual Markov diagrams for A and B for the specific
protocol.

The expected transmit energy cost for the modified proto-
cols is shown in Fig. 21. For each protocol, we have three
plots showing the cost for Classic, ephemeral appended and
ephemeral on open air. The plots for classic methods are
the same plots from Fig. 15. As can be seen, the modified
methods provide important performance gains compared to the
classic protocols. These plots show that adding the ephemeral
spreading code along with cooperative jamming and role-
switching has a significant effect on performance. Hence, this
demonstrates the value of integrating more traditional protocol
designs with considerations of the underlying physical layer.

From Fig 21, it can be seen that, the modified methods
offer better cost savings when the safe ranges are small. This
is because a smaller safe range implies more severe jamming,
for which the modifications are more suitable. The protocols
with ephemeral over open air always requires less transmit
energy on average compared to classic, although with savings
reduced for less intense jamming. However, the method with
ephemeral code appended starts to become more costly than
classic after a certain value of rs.

VII. CONCLUSIONS

In this paper, we have developed an analysis method
in which cryptographic protocols are modeled as dynamic,
probabilistic systems in order to assess their performance on
wireless channels. We have illustrated the application of our
method by analysing a range of traditional protocols for key
establishment in a wireless environment with an active adver-
sary. The analysis leads to several counter-intuitive results not
suggested by prior approaches. In addition, this analysis led us
to a novel approach to the design of key exchange protocols
specifically tailored to the wireless environment. When studied
using our analysis method, this approach exhibited perfor-
mance enhancements over traditional key exchange protocols.
This shows the value of adopting a design approach that
integrates physical layer features with traditional key exchange
primitives.

For reasons of space and clarity of presentation, we have
focused on communication cost as the principal metric in
this paper. It will be evident that our general approach can
also be used to study computation costs, protocol execution
times, or other metrics of practical relevance. At the same
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Fig. 21. Cost values for Protocols 3 and 4 are plotted including their modified
counterparts. The cost metric is the total transmit energy spent by A and B.
For each protocol, three curves are given. The first curve is the classic protocol,
where the values are the same as in Fig. 15. The other two curves are for the
modified protocols, where an ephemeral spreading code is added to the classic
protocols to decrease the cost. The plots show that cost of key exchange over
a wireless channel is reduced by modifying the protocols in a way to fit the
physical layer properties of the wireless channel. Role-switching is assumed
for calculating all of the curves. Cooperative jamming is employed only for
the modified protocols. Plots for Protocols 1 and 2 show very similar behavior
and are omitted here.

time, the method can also be applied to compute moments
and tail probabilities for these metrics. Further, the application
of the method is not limited to key exchange protocols,
but could also be extended to study more complex classes
of protocols, such as protocols for public key management,
secure routing protocols for ad hoc networks, or protocols for
secure distributed computing. We plan to explore these further
applications in our future work. In addition, we plan to study
how our approach can be extended to handle mobile nodes and
adversaries. In this sense, we regard our work as providing a
first step in bridging the gap between communications theory
and security.

APPENDIX A
PHYSICAL LAYER MODELS AND DERIVATIONS

Messages sent through a wireless channel are subject
to random signal fading due to multipath. Here, fading is
assumed to be frequency-selective [24], where bands with
sufficient frequency separation experience independent fading.
The frequency response of the channel is assumed to be static
over a packet, but to vary from one packet to another, which
is the standard quasi-static fading model [25].

When we employ a slow frequency hopped (SFH) system,
where the transmitter dwells in a given frequency band for
the transmission of a number of bits before hopping to a
different band, the appropriate model is that of a narrowband
system, and the signal for a given packet is multiplied by



a single fading factor. A signal carrying a message consists
of a number of physical-layer symbols. Let xA,i be the ith
(complex) symbol of an M -symbol message sent by A on a
given hop of an SFH system. The received symbols at B, yB,i

is

yB,i = hAB

√
EA

dαAB

xA,i + nB,i, i = 1, 2, · · · ,M.(13)

Here, EA is the symbol energy as transmitted by A, α is
the path-loss exponent, dXY is the distance between nodes
X and Y . nX,i is the ith complex zero-mean Gaussian noise
symbol at node X with E[|nX,i|2] = N0, i = 1, 2, · · · ,M .
hXY is the (complex) fading coefficient between nodes X
and Y for that packet. We assume Rayleigh fading with
E[|hXY |2] = 1, which implies hXY is a complex Gaussian
random variable with zero mean and independent components;
hence, |hXY |2 is exponentially distributed with mean 1. The
fading of channels between different sender-receiver pairs is
assumed independent.

SINRB = E(B←A)
rcv /N0, where (14)

E(B←A)
rcv = EA/d

α
AB |hAB |2 ∼ Exp(λBA)

So, the received energy is an exponential random variable
with parameter λBA = dαAB/EA. A packet is lost if the
received signal-to-noise-and-interference ratio (SINR) is below
a certain threshold, γ.

P (B←A)
rcv = P (SINRB > γ) = e−λBAγN0 (15)

which yields (2)
The SINR threshold, γ, is determined by the physical layer

error control coding rate R bits/symbol. The frequency band
allocated and pulse shaping dictate the number of symbols that
can be aired per second. Hence, R is directly proportional
to the rate in the more familiar unit of bits/s. Information
theoretical results show that the relation between R and γ is
given by R = log2(1 + γ).

In the case of a jamming attacker Eve on the narrowband
channel, the SINR at B becomes

SINRB = E(B←A)
rcv /(N0 + E(B←E)

rcv ) where (16)

E(B←E)
rcv = β/dαBE |hBE |2 ∼ Exp(λBE) (17)

So, the jamming power suffered at B is also an exponential
random variable with parameter λBE = dαBE/β, and statisti-
cally independent of E(B←A)

rcv . Then,

P (B←A)
rcv |Jamming = P (SINRB > γ) =

e−λBAγN0

1 + γ λBA

λBE

(18)

Hence, the probability under jamming is as in (3).
For a fast frequency hopping (FFH) system [1], where the

sender hops multiple times during the transmission of a single
symbol, the appropriate model is that of a wideband system.
The symbol is split across K bands, k = 1, 2, · · · ,K, each

with different fading coefficients, h
(k)
AB ; hence the received

signal energy at B will be

1

K

( K∑
k=1

|h(k)
AB |

2
) EA

dαAB

, with (19)

P (A→B)
rcv = P

(
1

K

( K∑
k=1

|h(k)
AB |

2
)EA/N0

dαAB

> γ

)
. (20)

For large K, 1
K

∑K
k=1 |h

(k)
AB |2 approaches its expected

value. In fact, the probability of success with K-fold diversity
converges rapidly to its limiting value [25]. In other words,
it is reasonable to assume probabilities as given in (4) for an
FFH system.
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