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ABSTRACT

With the popularity of mobile devices and the pervasive use

of cellular technology, people can now access the Internet

ubiquitously. As most smart phones and mobile devices are

equipped with dual interfaces (WiFi and 3G/4G), they pro-

vide a natural platform to connect to the Internet using multi-

path TCP, which leverages path diversity to improve per-

formance and provide robust data transfer. However, little

has been explored about how people can benefit from using

multi-path TCP under different traffic types, such as Web

browsing or online video streaming. Furthermore, little has

been investigated on the impact multi-path TCP may have at

the application level due to delay and latency variation.

In this paper, we take some initial steps to understand how

Multi-path TCP performs in the wild, and focus on simple 2-

path multi-path TCP scenarios (as most mobile devices have

dual interfaces). We seek to answer the following questions:

How much can a user benefit from using multi-path TCP

when an additional cellular network interface is available,

relative to using the WiFi interface alone? What are the

performance impacts when the associated multi-path TCP

flows are of different sizes? We are especially interested in

understanding how the application level performance is af-

fected when path characteristics (e.g., round trip times and

loss rates) are diverse. We address these questions by con-

ducting measurements using one commercial Internet ser-

vice provider and three major cellular carriers in the US.

1. INTRODUCTION

Many users with mobile devices can access the In-
ternet through both WiFi and cellular networks. Typi-
cally, these users only utilize one technology at a time:
WiFi when it is available, and cellular otherwise. Re-
search has also focused on the development of mech-
anisms that switch between cellular and WiFi as the
quality of the latter improves and degrades. This results

in a quality of service that is quite variable over time.
As data downloads (e.g., Web objects, video streaming,
etc.) are dominant in the mobile environment, this can
result in highly variable download latencies.
In this paper we explore the use of a promising recent

development, multipath rate/route control, as a mecha-
nism for providing robustness by reducing the variabil-
ity in download latencies. Multipath rate/route control
was first suggested by Kelly [12]. Key et al. [13] showed
how multipath rate/route control provides load balanc-
ing in networks. Han et al. [6] and Voice & Kelly [11]
developed theoretically grounded controllers that have
since been adapted into Multipath TCP (MPTCP) [5],
which is currently being standardized by the IETF.
Numerous studies, both theoretical and experimen-

tal, have focused on the benefits that MPTCP bring
to long-lived flows. These studies have resulted in a
number of changes in the controller [10, 14], all in an
attempt to provide better fairness and better through-
put in the presence of fairness constraints. However,
to date, these studies have ignored the effect of mul-
tipath on finite duration flows. It is well known that
most Web downloads are of objects no more than 1
MB in size, although the tail of the size distribution
is large. Moreover, online video streaming to mobile
devices is growing in popularity and, although it is typ-
ically thought of as a download of a single large object,
usually consists of a sequence of smaller data downloads
(500 KB - 4 MB) [22]. Thus it important to understand
how the use of MPTCP might benefit such applications.
In this paper we evaluate how MPTCP performs in

the wild with a common wireless environment, namely
using both WiFi and Cellular simultaneously. We con-
duct a range of experiments varying over time, space,
and download size. We utilize three different cellular
providers (two 4G LTEs, one 3G CMDA) and one WiFi
provider, covering a broad range of network characteris-
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tics in terms of bandwidth, packet loss, and round-trip
time. To assess how effectively MPTCP behaves, we
report not only multi-path results, but also single-path
results using the WiFi and cellular networks in isola-
tion. We report standard networking metrics (down-
load time, RTT, loss) as well as MPTCP specific ones
(e.g., the share of traffic that is sent over one path,
packet reordering delay). We also examine several po-
tential optimizations to multipath, such as simultaneous
SYNs, different congestion controllers, and using larger
numbers of paths.
This paper makes the following contributions:

• We find that MPTCP is robust in achieving per-
formance at least close to the best single-path per-
formance, across a wide range of network environ-
ments. For large transfers, performance is better
than the best single path, except in cases with poor
cellular networks.

• Download size is a key factor in how MPTCP per-
forms, since it determines whether a subflow can
get out of slow start. It also affects how quickly
MPTCP can establish and utilize a second path.
For short transfers (i.e., less than 64 KB), perfor-
mance is determined by the round-trip time (RTT)
of the best path, typically WiFi in our environ-
ment. In these cases, flows never leave slow start
and are limited by the RTT. For larger transfers,
in the case of LTE, as download size increases,
MPTCP achieves significantly improved download
times by leveraging both paths simultaneously, de-
spite varying path characteristics.

• Round-trip times over the cellular networks can
be very high and exhibit large variability, which
causes significant additional delay due to reorder-
ing out-of-order segments from different paths. This
is particularly pronounced on the 3G network we
tested. This impacts how well MPTCP can sup-
port multimedia applications such as video.

• Using multiple flows improves performance across
download sizes. For small transfers, this is be-
cause more flows allows more opportunities for ex-
ploiting slow start. For large transfers, this is due
to utilizing the available network bandwidth in a
more efficient way. Connecting multiple flows si-
multaneously, rather than serially, only improves
performance for small transfers, which are most
sensitive to RTT. Different multipath controllers
do not appear to have a significant impact on per-
formance for small file transfers. For larger file
transfers, we observe that the default congestion
control of MPTCP (coupled) does not perform as
well as its alternatives (olia and uncoupled TCP
reno).

The remainder of this paper is organized as follows:
Section 2 provides some background on Cellular net-
works andMPTCP.We describe our experimental method-
ology in Section 3. Section 4 presents an overview of our
results, and Section 5 looks at latency in detail. We dis-
cuss our some implications in Section 6, discuss about
related work in Section 7, and conclude in Section 8.

2. BACKGROUND

This section provides background and basic charac-
teristics of cellular data andWiFi networks, andMPTCP
control mechanisms needed for the rest of the paper.

2.1 Cellular data and WiFi networks

With the emerging population of smart phones and
mobile devices, to cope with the tremendous traffic growth,
cellular operators have been upgrading their access tech-
nologies from the third generation (3G) to the fourth
generation (4G) networks. 3G Services are required to
satisfy the standards of providing a peak data rate of at
least 200 K bits per second (bps). The specified peak
speed for 4G services is 100 Mbps for high mobility com-
munication, and 1 Gbps for low mobility communica-
tion. In western Massachusetts, where we perform our
measurements, AT&T and Verizon networks have their
4G Long Term Evolution (LTE) widely deployed, while
Sprint only has 3G Evolution-Data Optimized(EVDO)
available.
Cellular data networks differ from WiFi networks in

that they provide broader signal coverage and more re-
liable connectivity under mobility. Furthermore, since
wireless link losses result in poor TCP throughput and
are regarded as congestion by TCP, cellular carriers
have augmented their systems with extensive local re-
transmission mechanisms [1], transparent to TCP, which
mitigate TCP retransmissions and reduce the waste of
precious resources in cellular networks. Although these
mechanisms reduce the impact of losses dramatically
and improves TCP throughput, they come at the cost
of increased delay and rate variability.
On the other hand, WiFi networks provide shorter

packet round trip times (RTTs) but higher loss rates.
Throughout our measurements, we observe that the loss
rates over 3G/4G networks are generally lower than
0.1%, while those of WiFi vary from 1% to 3%. From
our observations, the average RTT for WiFi networks is
about 30 ms, while that of 4G cellular carriers usually
has base RTTs of 60 ms, and can increase by four to ten
fold in a single 4G connection (depending on the car-
rier and the flow sizes, see Section 5), and 20-fold in 3G
networks. We note that, although cellular networks in
general have larger packet RTTs, in many of our mea-
surements, WiFi is no longer faster than 4G LTE, and
this provides greater incentive to use multi-path TCP
for robust data transport and better throughput.
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2.2 MPTCP

We discuss how the current MPTCP protocol estab-
lishes a connection and describe the different type of
congestion controllers used by MPTCP.

2.2.1 Connection and Subflow Establishment

Once an MPTCP connection is initiated and the first
flow is established, each end host knows one of its peer’s
IP addresses. When the client has an additional inter-
face, for example, a 3G/4G interface, it will first notify
the server its additional IP address with an Add Ad-
dress option over the established subflow and send an-
other SYN packet with a JOIN option to the server’s
known IP address. With this MPTCP-JOIN option,
this subflow will be associated with a previously es-
tablished MPTCP connection. As many of the mo-
bile clients are behind Network Address Translations
(NATs), when the server has an additional interface, it
is difficult for the server to directly communicate with
the mobile client as the NATs usually filter out unidenti-
fied packets [21]. The server thus sends an Add Address
option on the established subflow, notifying the client
its additional interface. As soon as the client receives
it, it sends out another SYN packet with JOIN option
to the server’s newly notified IP address, together with
the exchanged hashed key for this MPTCP connection,
and initiates a new subflow [5].

2.2.2 Congestion Controller

As each MPTCP subflow behaves as a legacy New-
Reno TCP flow except for the congestion control algo-
rithms, after the 3-way handshake, each subflow main-
tains its own congestion window and retransmission scheme
during data transfer, and begins with a slow-start phase
that doubles the window per RTT [23] before entering
the congestion avoidance phase.
We briefly describe the different congestion avoidance

algorithms have been proposed for MPTCP. Let us de-
note by wi and rtti the congestion window size and
round trip time of subflow i, and denote by w the total
congestion window size over all the subflows. Also, let
R be the set of all subflows.
Uncoupled TCP Reno (reno): The simplest al-

gorithm that one can imagine is to use TCP new reno
over each of the subflows:

• For each ACK on subflow i: wi = wi +
1
wi

• For each loss on subflow i: wi =
wi

2 .

This does not satisfy the design goal of MPTCP [19], as
it fails to provide congestion balancing in the network.
We refer to this mechanism as reno.
Coupled: The coupled congestion control was intro-

duced in [19] and is the default congestion control of
MPTCP. It couples the increases and uses the unmod-

Figure 1: Experimental setup: for 2-path
MPTCP experiments, only solid-line paths are
used. The additional dashed-line paths are in-
cluded for the 4-path MPTCP experiments.

ified behavior of TCP in the case of a loss. Coupled
congestion control works as follows:

• For each ACK on i: wi = wi +min( a
w ,

1
wi

)

• For each loss on i: wi =
wi

2

a is a function of wi and rtti for all i ∈ R. As dis-
cussed in [14], this algorithm fails to fully satisfy the
design goal of MPTCP but provides better congestion
balancing than reno.
OLIA: An opportunistic link increase algorithm has

been introduced by Kalili et al. [14] as an alternative to
coupled algorithm:

• For each ACK on i: wi = wi+
wi/rtt

2
i

(
∑

p∈R
wp/rttp)2

+ αi

wi

• For each loss on i: wi =
wi

2

where αi is a function of wi and rtti for all i ∈ R.
OLIA satisfies the design goals of MPTCP and pro-
vides a better congestion balancing than the coupled
algorithm [14].

3. MEASUREMENT METHODOLOGY

In this section, we describe our experimental setup
and discuss our methodology. Note that all the mea-
surements were performed during March 20 to May
7 in three different towns (Sunderland, Amherst, and
Hadley) in western Massachusetts. These towns are ap-
proximately 10 miles away from each other.

3.1 Experiment Setup

Figure 1 illustrates our testbed. It consists of a wired
server, residing at the University of Massachusetts Amherst
(UMass) and a mobile client. For most of the measure-
ments, we focus on the 2-path scenarios (solid lines),
where the client has two interfaces activated while the
server has only interface in operation. A second inter-
face is only active for performance comparisons between
two flows and four flows.
Our server is configured as a multi-homed host, con-

necting via 2 Intel Gigabit Ethernet interfaces to two
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subnets (LANs) of the UMass network. Each Ethernet
interface is assigned a public IP address and connected
to the LAN via a 1 Gigabit Ethernet cable. The mobile
client is a Lenovo X220 laptop and has a built-in 802.11
a/b/g WiFi interface. The mobile host has 3 additional
cellular broadband data interfaces listed in Table 1, and
only uses them one at a time.

Carrier Device Name Technology
AT&T Elevate mobile hotspot 4G LTE
Verizon LTE USB modem 551L 4G LTE
Sprint OverdrivePro mobile hotspot 3G EVDO

Table 1: Cellular devices used for each carrier

Both the server and the client are running Ubuntu
Linux 12.10 with Kernel version 3.5.7 using the stable
release of the MPTCP Kernel implementation [16] ver-
sion v0.86. The UMass server is configured as an HTTP
server. It runs Apache2 on port 8080, as AT&T has a
Web proxy running on port 80 which removes all the
MPTCP option fields and thus does not allow MPTCP
connections. The client uses wget to retrieve Web ob-
jects of different sizes via all the available paths.
To reduce potential WiFi interference to the work-

ing wireless interface, we disable the functionality of
WiFi bandwidth sharing of both the AT&T and Sprint
devices. Furthermore, though all devices run at differ-
ent frequencies, to avoid possible interference between
these electronic devices, we use USB cables to extend
cellular dongles, and use the WiFi and only one cellu-
lar device at a time. Therefore, we assume interference
among the devices is negligible. Throughout the mea-
surements, cellular reception signals of different carri-
ers (over different places) are in the range -60dBm to
-102dBm, which covers good and weak signals.
Connection parameters: Linux caches parame-

ters of per-destination TCP connections (including slow
start thresholds), which is considered harmful for short
flows [9]. Also, our previous study shows that if an ear-
lier connection to a particular destination encounters a
sequence of losses (and ssthresh is set to a very small
value), all the following newly open flows to that desti-
nation will have the same small ssthresh and will leave
slow start at almost the same time. Thus, throughout
our measurements, we configure our server such that
no parameters of previously closed TCP connections to
any destination are cached. We also use Linux’s default
initial window size of 10 packets and set the default slow
start threshold to 64 KB.
Receive memory allocation: As MPTCP requires

a larger receive buffer size and uses a shared receive
buffer, there is a potential performance degradation if
the assigned buffer is too small [21, 26]. To avoid such
events during our measurements, we set the maximum
receive buffer to 8 MB.
No subflow penalization: throughout our experi-

ments, we observe that the current MPTCP implemen-
tation by default monitors each flow’s bandwidth de-
lay product (BDP). If a particular flow has contributed
too many out of order packets to the receive buffer,
it penalizes that flow by reducing its congestion win-
dow by half [21], even though no loss has occurred. In
our experiments, as the receive memory is always large
enough, this penalization mechanism can only degrade
the performance of MPTCP connections. To measure
the true performance of MPTCP connections, we re-
move the penalization scheme from the implementation.

3.2 Experiment Methodology

As the UMass server has two physical interfaces, and
the client has a built-in WiFi interface and broadband
devices from three different cellular carriers, we consider
measurements of the following configurations:

• Single-path TCP: the UMass server activates its
primary interface, and the client enables only one
interface (WiFi or cellular). Thus, there are four
configurations in this scenario: single path WiFi
TCP or single path cellular TCP (through AT&T,
Verizon, or Sprint).

• 2-path MPTCP: the UMass server activates its pri-
mary interface, while the client enables WiFi and
one other cellular device. For each configuration,
we run back to back measurements of different con-
trollers described in Section 2.2. There are in total
nine configurations in this scenario: client’s three
settings of two interfaces enabled (WiFi/AT&T,
WiFi/Verizon, and WiFi/Sprint) to the server’s
primary interface with three controller settings.

• 4-path MPTCP: for comparison purposes, we en-
able the server’s secondary interface connected to
a different subnet, and there are also in total nine
different configurations in this scenario.

As Web traffic can be short-lived or long-lived, for
each configuration, the client downloads files of different
sizes from the server via HTTP. As there is no clear
distinction between short flows and long flows, in our
measurements, we consider files of sizes 8 KB, 64 KB,
512 KB, and 4 MB as small flows. For large flows, we
consider file of sizes 8 MB, 16 MB, and 32 MB. We also
consider infinite backlog file transfers for performance
purposes (see Section 4.2), and here file downloads are
of size 512 MB.
Since network traffic might have dependencies and/or

correlation from time to time, and from size to size,
in each round of measurements, we randomize the se-
quence of configurations. That is, we randomize the
order of file sizes, carriers, the choices of congestion con-
trollers, single-path and multi-path TCP. In each round,
and for each configuration, we perform 40 measure-
ments. To capture temporal effects, for each scenario,
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we conduct measurements for multiple days. To mit-
igate possible spatial factors, measurements were also
performed at multiple locations in the same town, and
at different towns in western Massachusetts.
Furthermore, since cellular 3G/4G antennas have state

machines for radio resources allocation and manage-
ment of energy consumption, the state promotion de-
lay (the time duration required to bring the antenna
to ready state) is often longer than packet RTTs [7, 8]
and might significantly impact our short flow measure-
ments. Therefore, to avoid this impact, we send two
ICMP ping packets to our server before each measure-
ment, and start the measurements right after the ping
responses are correctly received to ensure that the cel-
lular antenna is in the ready state.
We collect packet traces from both the UMass server

and the client using tcpdump [24], and use tcptrace [25]
to analyze the collected traces at both sides.

3.3 Performance Metrics

We are interested in the following performance met-
rics related to MPTCP and single-path TCP:
Download time: As our goal is to understand how

much gain mobile users obtain from using MPTCP, for
both small flows and large flows, we focus on measuring
the latency of flow transfer time rather than the band-
width and speed of each cellular technology. We define
the download time as the duration from when the client
sends out the first SYN to the server to the time it re-
ceives the last data packet from the server. We measure
download time of a file using MPTCP and compare it
with what we get if we use a single-path TCP over the
available WiFi or 3G/4G paths.
Loss rate: The average loss rate on a path used

by a flow/subflow is measured as the total number of
retransmitted data packets divided by the total number
of data packets sent by the server on the path. We
measure the average loss rates over different paths.
Round trip time (RTT): We measure RTTs on

a per-subflow basis. Denote by Tr the server’s receive
time of an ACK packet for the previous packet sent from
the server at time Ts over a subflow. RTT is measured
as the difference between the time when a packet is
sent by the server to the time of receiving the ACK for
that packet (i.e., RTT = Tr − Ts), such that the ACK
number is larger than the last sequence number of the
packet and the packet is not a retransmission [25].
Out of order delay: MPTCP maintains two se-

quence numbers for each packet, a data (global) se-
quence number for the MPTCP connection and a sub-
flow (local) sequence number for each TCP subflow.
In-order packets arriving from the same subflow might
need to wait in the receive buffer before their data se-
quence numbers become in-order. This could be be-
cause of late arrivals of packets from other paths. There-

fore, a key performance metric of using MPTCP is to
measure packet out of order delay at the receive buffer
before packets are ready for delivery to the application
layer. The out of order delay is defined to be the time
difference between when a packet arrives at the receive
buffer to the time its data sequence number is in-order.

4. BASELINE MEASUREMENTS

Figure 2 presents the download times of different size
files over different WiFi/cellular carriers using single-
path or MPTCP. We show results for file sizes of 64
KB, 512 KB, 2 MB, and 16 MB. We divide a day into
four periods: night (0-6 AM), morning (6-12 AM), af-
ternoon (12-6 PM), and evening (6-12 PM). We per-
form our measurements over each of these periods and
show the aggregate results in Figure 2. We use the de-
fault coupled controller as the congestion control algo-
rithm. We show the median, 25-75% percentile (boxes),
and dispersion (lines, 5%-95%). MP-carrier refers to a
2-path MPTCP connection using a particular 3G/4G
cellular network with the Comcast WiFi network. SP-
carrier refers to a single-path TCP connection over a
particular WiFi/3G/4G network.
For all file sizes, we observe that the download times

for a file using MPTCP is almost the same as those us-
ing the best single-path TCP connection available to the
user. Sometimes MPTCP performs even better than us-
ing the best path alone. MPTCP initiates the connec-
tion over using the WiFi network (i.e., the WiFi path
is the default path).
For small flows, i.e., file sizes of 64 KB or smaller,

single-path TCP overWiFi performs the best, and MPTCP
does not provide much gain from using the cellular path.
This is because theWiFi connections have smaller RTTs
(around 30 ms) than the 3G/4G cellular networks (60-
80 ms for 4G, and 300 ms for 3G). Thus, in most small
flow cases the file transfer is complete before the cellu-
lar paths can finish their 3-way handshakes. For slightly
larger flows, we observe that single-path over WiFi is no
longer guaranteed to be the best path (in terms of down-
load times). Instead, single-path TCP over 4G LTE is
the best choice in many instances. This is because, as
can be seen in Table 2, the cellular networks (especially
the 4G LTE networks) provide almost loss free paths,
as opposed to WiFi’s roughly 1.6% loss rate. Figure
3 shows the fraction of traffic offloaded to the cellu-
lar path from the data in Figure 2. We observe that
MPTCP manages to offload traffic from the fast but
lossy WiFi paths to the not-so-fast but loss-free cellu-
lar paths. Therefore, when the file size is not too small,
MPTCP connections gain more by leveraging its cellu-
lar paths. Table 2 provides the loss rates and RTTs (av-
erages and standard deviations) for the measurements
in Figure 2.
We observe that 3G networks tend to have slightly
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Figure 2: Baseline: Download times of MPTCP and single-path TCP for different carriers. The
measurements were performed over the course of 24 hours for multiple days. Note that the time axis
is in log scale.

MP Sprint

MP Verizon

MP AT&T

MP Sprint

MP Verizon

MP AT&T

MP Sprint

MP Verizon

MP AT&T

MP Sprint

MP Verizon

MP AT&T

F
ile size: 64K

B
F

ile size: 512K
B

F
ile size: 2M

B
F

ile size: 16M
B

0 25 50 75
Fraction of traffic carried by cellular path (%)

AT&T 4G

Verizon 4G

Sprint 3G

Figure 3: Baseline: Fraction of traffic carried
by each cellular carrier in MPTCP connections
across file sizes.

higher loss rates than 4G, much larger minimum RTTs
(200 ms), and severe RTT variations (300-800ms). Thus,
for small flows, most packets in MPTCP-Sprint con-
nections are delivered via WiFi. When the file sizes are
large and a fraction of packets have initially been sched-

loss(%) 64KB 512KB 2MB 16MB

AT&T 0.03±0.24 0.04 ±0.1 0.05±0.15 0.59 ±0.31
Verizon 0 0.01±0.04 0.14±0.66 0.01 ±1.75±1.2
Sprint 0.37 ±1.13 8.76 ±4.75 3.86±1.68 1.64 ±0.49

Comcast 0.4 ±1.1 0.2 ±0.3 2.0±2.1 0.7 ±0.3

RTT(ms) 64KB 512KB 2MB 16MB

AT&T 70.1±19.3 104.9±23.3 138.2 ±24.9 126.0 ±26.3
Verizon 92.4±89.8 204.6±140.2 422.8 ±140.7 624.7±261.6
Sprint 381.3±351.9 972.4±588.5 1173.2 ±792.9 703.8 ±401.5

Comcast 26.8 ±2.9 53.1±15.2 56.8 ±27.4 32.6±10.1

Table 2: Baseline Path Characteristics: Loss
rates and RTTs (average and std. deviation)
of single-path TCP on a per connection basis
across file sizes. Note that Sprint has a particu-
larly high loss rate on 512KB downloads.

uled through the 3G path, it takes much longer for those
packets to reach the client. In the case where the RTT
variation is large over 3G links (up to 8-10 times greater
than its 3-way handshake RTT), and a packet is identi-
fied as lost and retransmitted, it can take a few seconds
for a packet to be delivered and results in reduced per-
formance. Section 5.2 analyzes this out-of-order delay
in more detail.
In the rest of this section, we provide a more detailed

analysis of the performance of MPTCP using different
controllers and different file sizes. For simplicity, we
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focus on one cellular carrier, AT&T 4G LTE, since it
exhibits the lowest RTT variability and the most stable
performance. We also utilize different WiFi networks
at different locations.

4.1 Small Flow Measurements

We start by analyzing MPTCP measurements using
small flows. As a finer granularity of figure 2, we chose
4 different file sizes here (8 KB, 64 KB, 512 KB, and 4
MB) as representative of small flow measurements. For
simplicity, we focus on one cellular carrier, AT&T 4G
LTE, with Comcast WiFi as the default path. We take
one step further, to 1) understand how 2-path MPTCP
performs in the wild, and to 2) understand the impact
of different MPTCP congestion controllers to connec-
tion performance. For comparison purposes, we also 3)
seek to understand how much more one can get when
having 4-path MPTCP instead of 2-path MPTCP in
the context of small file downloads.
Figure 4 shows our measurements of small flows. MP-

4 andMP-2 represent MPTCP connections consisting of
four and two subflows, while the controller in parenthe-
ses indicates which congestion controller is used at the
server. As an overview of baseline small flow measure-
ments, a clear trend is, when file size increases, 4-path
MPTCP performs better than 2-path MPTCP, which
performs better than single-path TCP.
Results at a glance:

From our observations, in the case of single-path TCP,
AT&T performs the worst when the file size is small
(e.g., 8 KB). This is because the 4G network has a much
larger minimum RTT, and the file download time over
single-path WiFi is smaller than 4G’s RTT of 60ms (see
Table 3). Hence, when the file sizes are as small as 8
KB, MPTCP can perform just as well as single-path
TCP over WiFi (SP WiFi), regardless of the number
of subflows - as most of the subflows are not utilized.
Figure 5 presents the fraction of traffic carried by the
cellular path in MPTCP connections over different file
sizes. For file sizes smaller than 64 KB, 4-path MPTCP
never utilizes the cellular path to deliver traffic, while
2-path MPTCP occasionally utilizes the cellular path.
For 4-path MPTCP, since both WiFi subflows have

RTTs one half or one third of those of the cellular sub-
flows, the two WiFi subflows can quickly complete the
download of 64 KB within 2 RTTs (when no loss oc-
curs), and the file transaction completes before the cel-
lular paths are able to contribute. Given that the WiFi
paths exhibit roughly 1.6% loss rates, in the 64 KB
single-path TCP case, when a loss occurs, the cellu-
lar subflow of the 2-path MPTCP connection is able to
carry some traffic.
When the flow size increases to 512 KB, we observe

that WiFi is no longer the best path. Its download
time is slightly larger than that of single-path TCP over

AT&T LTE and has high variability. This is mainly
because WiFi is characterized by small RTTs, but it
also has much higher loss rates compared to the cellu-
lar network, as shown in Table 3. When the download
time spans several RTTs and the cellular path is able
to contribute, the fraction of traffic carried by the cel-
lular subflow(s) surpasses that of the WiFi flow(s). In
Figure 5, we see a clear trend that the fraction of pack-
ets carried by the cellular flows reach 50% and start to
dominate the packet delivery when the file size is 4MB.
Effect of subflow number:

For each file size, we see a clear trend that 4-path MPTCP
outperforms 2-path MPTCP. This result is more promi-
nent as the file size increases. The main reason is that
when a MPTCP connection starts four subflows for
small file downloads (suppose all the subflows are uti-
lized and no loss occurs), all subflows can be still in
their slow-start phases before the download is complete.
Therefore, the 4-path MTPCP for small file transfers in
principal leverages 4 slow-start phases simultaneously
to fetch the one file. This may cause some fairness is-
sues for other users sharing the same bottlenecks as
MPTCP subflows.
Effect of congestion controllers:

In terms of different MPTCP controllers, we do not
see much difference between coupled, olia, and reno for
small flows (except for 4 MB). This is likely due to
the fact that most of time the connection terminates
in slow-start phase(s) if no loss occurs and the conges-
tion controllers do not begin to operate.
Figure 6 shows the measurement results performed in

a coffee shop in downtown Amherst on a Friday after-
noon when the traffic load is very high over the WiFi
path, and we used WiFi as the default path. For the
sake of time, we did not measure the performance of
olia. We observe from the results that (1): WiFi is very
unreliable and does not always provide the best path,
(2): MPTCP performs close to the best available path.
Figure 7 depicts the fraction of traffic carried over the
cellular path in MPTCP connections for different file
sizes. Compared to the previous results (Figure 5), we
observe that more traffic is transmitted over the cellular
network. This is because the WiFi path is very unreli-
able and lossy and, hence, MPTCP offloads the traffic
to the more reliable cellular connection. These results
show that MPTCP performs resonably well even in a
very extreme situation. Note that for 8 KB file size,
we observe that MPTCP performs better than single-
path TCP over WiFi even if MPTCP sends no traffic
over cellular. This is because the WiFi path exhibits
very large RTT variability and we did not have enough
measurement samples to provide statistically meaning-
ful results for the 8 KB case. Table 4 show the average
loss rates and RTTs over WiFi and AT&T connections.

4.1.1 Simultaneous SYNs
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Figure 4: Small Flows: Download time measurements: MP-4 and MP-2 represent for 4-path and
2-path MPTCP connections, and reno represents uncoupled New Reno multi-path TCP connections.
Note that here the time axis is in log scale.
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Figure 5: Small Flows: Fraction of traffic carried
by the cellular path for different file sizes.

Current MPTCP implementations require a first flow
to be established for information exchange (i.e., sender/client
key and interface information) before adding a second
flow. The approach of delaying the SYN packet for the
second flow has the following benefits: 1) it is safe and

loss(%) 8 KB 64 KB 512 KB 4 MB
WiFi 0.95 ±3.7 1.60 ±3.0 1.4±1.3 2.2 ±1.6
AT&T 0 0 0 0.01 ±0.01
RTT(ms) 8 KB 64 KB 512 KB 4 MB
WiFi 22.4 ±1.46 38.7±49.1 33.9 ±18.8 23.9±2.3
AT&T 60.8±3.5 64.9±3.3 73.2 ±14.7 140.9 ±7.7

Table 3: Small Flow Path Characteristics : Loss
rates and RTTs (average and std. deviation) for
single-path TCP connections

loss(%) 8KB 64KB 512KB 4MB

WiFi 2.3 ±9.9 3.1 ±3.6 4.1 ±2 2.9 ±2.1
AT&T 0 0 0 0.07±0.3

RTT (ms) 8KB 64KB 512KB 4MB

WiFi 44.2 ±43.7 26 ±11.8 21.9 ±3.1 21.3 ±2.6
AT&T 62.4 ±3.7 63.3 ±2.6 61.4 ±2.2 80.8 ±11.7

Table 4: Statistics for Amherst coffee shop

easier to fall back to legacy TCP if the other end does
not speak MPTCP, and 2) it provides a higher level of
connection security with key exchange. However, if the
servers are known to be MPTCP-capable and the con-
nections have been authorized, this delayed-SYN proce-
dure postpones the usage of the second path and hence
increases the download time, especially for small flows.
For performance purposes, we modify the current MPTCP
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Figure 6: Amherst coffee shop provides free
WiFi through Comcast business network.
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Figure 7: Amherst coffee shop: fraction of
traffic carried by the cellular path. With
MPTCP-coupled and uncoupled-Reno TCPs,
where MPTCP is in favor of the cellular path
when the file size increases.

implementation to allow the client to send SYN pack-
ets simultaneously over each of its available paths to
the server. In principle, this can allow the user to es-
tablish both its paths simultaneously and will reduce
the download time of the file. This can also improve
the performance of MPTCP in cases where the default
path (WiFi in our case) is very lossy or has a large RTT.
Figure 8 shows that based on our measurements, even

with large average RTT ratios, the simultaneous-SYN
MPTCP on average reduces the download time by 14%
for 512 KB files and 5% for 2 MB files, respectively.
There could be even greater benefit if the RTTs of the
paths are close to each other, especially for small down-
loads. Note that simultaneous SYN and delayed SYN
might not differ much for very small size files since most
of the packets can be delivered through the first path
(as the initial congestion window is 10 packets).

4.2 Large Flow Measurements
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Figure 8: Small Flows: Download time for the
default delayed SYN approach (lower icon) and
the simultaneous SYN approach (higher icon).
Note that time axis is in log scale.

In this section, we show the results for larger file
sizes (e.g., 8 MB, 16 MB, and 32 MB). For compari-
son purposes, we also include 4 MB downloads with the
other three large file sizes during the day of our mea-
surements. Our goal is to evaluate the behavior when
subflows leave their slow start phases, and the MPTCP
controller takes over the connection and performs con-
gestion control with load balancing. Our results show
how current MPTCP controllers (coupled and olia) per-
form in the wild, rather than in the environments where
most of the traffic is well-controlled [14, 26]. We com-
pare the results to a baseline where we use uncoupled
New Reno (reno) as the controller.
Figure 9 presents the results. We observe that: (1)

WiFi is no longer the best path and MPTCP always
outperforms the best single-path TCP, (2) 4-path MPTCP
always outperforms its 2-path counterpart, (3) MPTCP-
olia consistently performs slightly better than MPTCP-
coupled. In particular, we observe that MPTCP-olia
performs similarly to MPTCP-coupled for file size of 4
MB, and reduces the download latencies of files of sizes
8 MB, 16 MB, and 32 MB by 5%, 6%, and 10%, respec-
tively, in both 2-path and 4-path scenarios). TCP Reno
performs better because it is more aggressive and not
TCP-fair to other users. In contrast, olia’s better per-
formance (compared to coupled) is because it provides
better congestion balancing in the network [14].
Figure 10 shows that in all configurations, over 50%

of traffic is now routed through the cellular path instead
of WiFi. This is because, in large flow downloads, the
cellular path’s very low loss rate compensates for its
much larger RTTs. Table 5 lists the RTTs and loss rates
seen by the subflows on a per connection average. We
see from this table that WiFi loss rates varies from 1.6%
to 2.1%, while 4G LTE provides very consistent and low
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Figure 9: Large Flows: Download times varying number of flows and controllers. Note that time axis
is in log-scale.
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Figure 10: Large Flows: Fraction of traffic car-
ried by the cellular path for different file sizes.

loss rate of 0.01%, and the per connection average RTTs
are more stable (i.e., have much lower variability).
To exclude the possibility that the 4-path perfor-

mance gain is due solely to the benefits of having multi-
ple slow-start phases, we also performed measurements
of transferring extremely large files of size 512 MB sep-
arately to approximate infinite backlog traffic. We per-

loss(%) 4 MB 8 MB 16 MB 32 MB
WiFi 2.1 ±2.68 1.60 ±2.2 1.86±2.4 2.0 ±2.45
AT&T 0.01 ±0.01 0.01 ±0.01 0.01±0.01 0.02 ±0.05
RTT(ms) 4 MB 8 MB 16 MB 32 MB
WiFi 26.2 ±3.4 25.9 ±3.6 24.9 ±2.9 23.5 ±2.5
AT&T 134.8±25.3 154.5±20.3 144.5 ±30.5 146.4 ±32.3

Table 5: Large Flow Path Characteristics: Loss
rates and RTTs (average and std. deviation) of
single-path TCP on per connection average.

formed the measurements for 2-path and 4-path MPTCP
using coupled and uncoupled New Reno as controller
with 10 iterations each (results of olia are omitted for
lack of space). Figure 11 shows that the download time
is around 6-7 minutes, hence the effect of slow starts
should be negligible. The results of 4-path MPTCP
confirms the results in Figure 9 as we observe that 4-
path MPTCP slightly outperforms 2-path MPTCP.

5. LATENCY DISTRIBUTION

In previous sections, we focused mainly on the per-
formance of MPTCP in terms of download latencies.
For mobile users, however, low download latency does
not necessarily guarantee a high quality of experience.
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Figure 11: Large Flows: Download time with
infinite backlog (file size 512 MB). Four-flow
and two-flow uncoupled new Reno vs. coupled

MPTCP connections. Note that gains from mul-
tiple slow starts is minor.

When using the Internet, users do more than simply
fetching and viewing Web pages. Users often consume
real-time applications, such as video streaming (e.g.,
Youtube, Netflix), online gaming, or interactive services
(e.g., Facetime, Skype). These applications require sta-
ble network service, i.e., low variability and jitter.
Although MPTCP provides robustness against time-

varying path quality, especially in the context of mobil-
ity, it remains unclear what is the cost we pay for this
robustness when another cellular/WiFi path is being ex-
ploited for MPTCP. In the following sections, we first
characterize path latency (in terms of packet round trip
times) of each cellular carrier and the Internet service
provider, and try to understand the the impact of using
heterogeneous networks. More importantly, we inves-
tigate how leveraging path diversity might introduce
latency to application performance, which can directly
affect user experience.

5.1 Packet Round Trip Times

In previous sections, we reported average RTTs (and
their standard deviations) of single-path TCP connec-
tions over cellular and WiFi paths as indications of path
quality. Here, we investigate RTTs at a finer granular-
ity, that is, using distributions of packet RTT for each
file download size. The RTT is calculated as defined in
Section 3.3. For each MPTCP connection, we record
the RTT value of each packet if an ACK is received
by the server for a particular packet, excluding retrans-
mitted and timed out packets. We then aggregate all
the packet RTT traces over the course of 24 hours, and
group them by interfaces (cellular and WiFi) and file
sizes. Note that the RTT traces are collected from the
scenario described in Section 4, where the default cou-
pled congestion controller is used. In addition, we only

Figure 12: Packet RTT distributions of MPTCP
connections using different cellular carriers and
Comcast WiFi. Note axes are in log-log scale.

report on flow sizes larger than 512KB, as some carriers
have large RTTs and hence the cellular path does not
carry any traffic when file sizes are smaller than 512KB.
Figure 12 presents the Complementary CDF (CCDF)

plot of flow RTTs for different sizes carried via different
cellular/WiFi providers across all MPTCP connections.
Note the x-axis is in log-log scale in order to better
visualize the tails.
Two clear behaviors are presented here. For the WiFi

path, it has, on average, lower RTTs than others with
minimum RTT across different file sizes about 15 ms.
although of the RTT samples range from 20 to 50 ms.
The cellular networks, on the other hand, have quite
different RTT patterns than the WiFi network.
The AT&T LTE path provides a minimum RTT of

about 40 ms, and more than 70% of the RTT samples
lie between 50 and 200 ms. The Sprint 3G network,
on the other hand, has a minimum RTT of about 50
ms, but with more than 98% of the RTT samples larger
than 100 ms, and can easily increase that value by five-
fold when file sizes are 4-8 MB. If the file size is 16-32
MB, packet RTTs are seen as large as 2 seconds.
Despite being based on LTE, the Verizon network,

has an RTT distribution pattern that lies in between
the patterns of both AT&T and Sprint. Its minimum
RTT is 32 ms, which is smaller than AT&T’s, but the
RTT vale can extend up to two seconds.
In all, packet RTTs over cellular networks have quite

different patterns than conventional WiFi networks. In
general they have larger minimum RTTs and higher
RTT variability. When a MPTCP connection includes
a path which has RTTs of high variation, this path can
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affect the overall MPTCP performance. This is mainly
because for large RTT values, if the RTT values in-
creases over time, it takes longer for the MPTCP con-
troller to update its estimated RTT and will delay the
controller’s response to the large latency. The MPTCP
controller’s aggressiveness parameter would hence un-
derestimate the targeted throughput and lead to per-
formance degradation. Since this issue is more related
to path characteristics, we leave this for future work.

5.2 Out-of-order Delay

Our results in Section 4 show that MPTCP tries to
perform closely to its best single-path TCP counter-
parts over any of the available paths, and sometimes
performs slightly better. We measured the download
time of a file and showed the results for different file
sizes. However, in practice many applications are sen-
sitive to the network quality (e.g., low RTT or jitter
variation) rather than download time or throughput (as
long as it satisfies the operational conditions). When
the path characteristics (e.g., loss rate or RTT) are di-
verse, reordering delay becomes crucial as packets arriv-
ing early from one path need to wait for packets arriving
late from another path. From our measurements, this
happens very often when the paths have very different
RTTs. In this case, the fraction of the traffic carried
by the slow path (e.g., a 3G path) is very small, while
the majority of packets arrive over the fast path, but
are out-of-order in data sequence number. These pack-
ets arrive at the receive buffer as a burst, but will not
be delivered to the application until the packets arrive
from the slow path. In our testbed, the receive buffer
is configured to be large enough so that there is no lim-
itation caused by the receive window, and thus we can
measure the exact delay caused by reordering.
Figure 13 shows CCDFs of out-of-order delay using

three different MPTCP configurations: AT&T/WiFi,
Verizon/WiFi, and Sprint/WiFi, where theWiFi is with
the Comcast network. Note the time-axis in the figure
is in log scale so as to better visualize the tail. Table
6 shows the average and confidence interval for RTTs
and out-of-order delays.
MPTCP with AT&T 4G, and MPTCP with Verizon

4G in general do not suffer much from out-of-order pack-
ets. 75% of the packets are delivered in order (in terms
of global data sequence numbers). However, file trans-
fer of smaller sizes (4MB and 8MB) tend to have higher
out-of-order delay. This might be explained by their
RTT distributions, where 4MB and 8MB flows tend to
have higher RTTs. Thus, when a packet is out-of-order,
it needs to wait for the later arriving packets from the
slow path (in this case, the cellular network).
MPTCP with Sprint 3G exhibit a different pattern.

75% of the packets are out-of-order when they arrive
at the receive buffer. Note that the out-of-order delay

Figure 13: Out-of-order delay distributions of
MPTCP connections of the WiFi path and dif-
ferent cellular path. Note figure is in log-log
scale.

might not be very important for user’s Web browsing,
but it is significant in the context of real-time traffic.
For example, in online gaming or Facetime/Skype, the
maximum tolerable end-to-end latency is considered to
be about 150 ms (one-way network delay plus the out-
of-order delay). Here, we see more than 20% of the
packets have out-of-order delay larger than 150 ms, even
without including the one-way network delay. That is,
given that Sprint 3G’s average RTT is about 200 ms, if
we consider the one-way delay to be half of the RTT,
its overall end-to-end delay (prior to be available to as-
sociated application) is (200/2) + 100 = 200 ms, which
is much larger than the duration that most modern real
time application can tolerate.

RTT(ms) 4MB 8MB 16MB 32MB

AT&T 129.4±63.0 105.6 ±59.6 121.2±105.9 102.9 ±129.7
Verizon 383.9 ±433 515.4 ±519.5 468 ±601.6 330.8 ±390
Sprint 205 ±169 248 ±289.9 405.2 ±493.6 331.7 ±416.3
WiFi 51.7 ±95.9 43.1 ±100 40±87.2 35.6 ±77.9

Out-of-order(ms) 4MB 8MB 16MB 32MB

AT&T 30.9±70.7 26.8±95.1 16.7 ±64 13.1 ±45.5
Verizon 36.7±114.6 68.1±192.5 61.5 ±207.6 50.3±178.2
Sprint 91.3±136.8 126.9±226.1 301.7 ±386.9 205.1 ±281.7

Table 6: Statistics on RTT and out-of-order de-
lay of different carriers.

6. DISCUSSION

As mobile devices and smart phones are now equipped
with two interfaces (WiFi and 3G/4G), it provides a
natural platform for mobile users to use MPTCP. We
have shown how applicable MPTCP is for mobile de-
vices where multiple paths are available. We demon-
strated the performance of MPTCP on file transfers of
small and large flows, from 8 KB to 32 MB.
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Web traffic contributes a large fraction of today’s In-
ternet traffic [2,15], and cellular networks have also ex-
perienced tremendous HTTP traffic growth from mobile
devices [3]. Although it has been reported that most
Web traffic to mobile devices are flows [4] smaller than
1 MB to 2 MB, online video streaming [3] contributes
the majority of the traffic to mobile devices, which has
long been thought of as downloading a large single ob-
ject from the server.
A previous study [22] shows that, for modern online

video streaming applications, such as Youtube or Net-
flix, transfers usually begin with a prefetching/buffering
phase of a large data download, followed by a sequence
of periodic smaller data downloads. Table 7 summarizes
the measurements we performed on two popular mobile
devices when playing Netflix movies, whereas Youtube
in general prefetches less aggressively by 10MB to 15MB
and transfer blocks periodically of size 64 KB and 512
KB. Our MPTCP measurements shed light on how

Prefetch (MB) Block (MB) Period (sec)

Android 40.57±0.85 5.18 ±0.24 72.04 ±10.13
iPad 15.04 ±2.64 1.76 ±0.52 10.15 ±2.65

Table 7: Summary of Netflix Video Streaming

MPTCP can be utilized not only for Web browsing,
but also for online video streaming. We have demon-
strated the utility of MPTCP for conventional Web ob-
ject downloads by our small flow measurements. In the
future, when online video streaming servers are MPTCP-
capable, our measurements provide some insights for
understanding how well the long prefetching process
and the short periodic transfers can be achieved. Fur-
thermore, it can greatly reduce the download time with-
out having the viewers waiting for too long and not
break the connection, even though they are mobile.
In the context of mobility, with single-path TCP,

users move from one access point to another, changing
their IP address and forcing the on-going connections to
be either stalled or reset. In addition, all the previously
downloaded data in the stalled connections not yet de-
livered to the application would be wasted. In contrast,
MPTCP not only leverages multiple paths simultane-
ously and performs traffic offloading on the fly, it also
provides robust data transport in a dynamically chang-
ing environment, supporting mobility without wasting
bandwidth in reset connections.
Finally, as one benefits from using MPTCP by utiliz-

ing an additional interface, a natural question is energy
consumption. By adding another cellular path to an
MPTCP connection, there will be an additional energy
cost for activating and using the antenna. We have
ported the current Linux MPTCP kernel to Android
phones so as to better understand the relationship be-
tween the desired MPTCP performance gain and the
additional energy cost. We leave this as future work.

7. RELATED WORK

MPTCP is a set of extensions to regular TCP, which
allows users to spread their traffic across potentially dis-
joint paths [5]. The general design of MPTCP has been
inspired by the early work of Han et. al. [6] and Voice
& Kelly [11] that developed theoretically grounded con-
trollers for a multipath transport protocol. Numerous
studies have recently been published that discuss per-
formance issues with current MPTCP implementations.
These studies have resulted in a number of changes in
the controller [10, 14] in an attempt to provide better
fairness and throughput.
Although MPTCP is being standardized by IETF,

little is understood about how well it performs in dy-
namic environments such as wireless networks. Raiciu
et al. [18, 26] showed that MPTCP outperforms stan-
dard TCP when path diversity is available in a data
center network as well as in very simple wireless set-
ting. Paasch et al. [17] studied mobile/WiFi handover
performance with MPTCP. The authors investigated
the impact of handover on MPTCP connections us-
ing different modes such as Full-MPTCP (where all
potential subflows are used to transmit packets) and
Backup (where only a subset of subflows are used).
They showed that MPTCP can utilize other available
subflows whenWiFi is disconnected, but did not explore
how quickly MPTCP can re-use reconnectedWiFi. Raiciu
et al. [20] also studied mobility with MPTCP. They ex-
amined a mobile MPTCP architecture consisting of a
mobile host, an optional MPTCP proxy, and a remote
host. While it shows MPTCP outperforms standard
TCP in a mobile scenario, it does not examine full end-
to-end MPTCP or the delayed re-use problem.
All these studies have ignored the effect of multipath

on finite size flows. Moreover, they have studied the
performance of MPTCP through analysis, by simula-
tions, or by measurement in environments where all
traffic is well controlled. In contrast, we study the per-
formance of MPTCP in the wild, with real wireless set-
tings and traffic background, and focuses on finite size
data objects that better represent real world traffic.

8. SUMMARY AND CONCLUSION

In this paper, we reported latency measurements made
for different file sizes using multipath over WiFi and
one of three different cellular providers, and compared
them to the latencies using only one of either the WiFi
or cellular provider. Two of the providers use LTE,
and for these we observed the latencies are smaller us-
ing them exclusively except for very small files. The
third provider uses a CDMA-based 3G technology and
we find that using WiFi significantly reduces download
latency. However, in all cases, MPTCP generates la-
tencies that are comparable to or nearly comparable to
the smallest latency produced by either WiFi or cellu-
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lar. We also studied how latencies are affected by load
on the WiFi path, the controller design in MPTCP, the
number of paths, and whether data flows are started
simultaneously or in a staggered manner (as stipulated
by MPTCP). In all, we conclude from our results that
MPTCP provides a robust data transport and reduces
the variability in download latencies.

9. ACKNOWLEDGMENT
This research was sponsored by US Army Research labora-

tory and the UK Ministry of Defense under Agreement Number

W911NF-06-3-0001. The views and conclusions contained in this

document are those of the authors and should not be interpreted

as representing the official policies, either expressed or implied,

of the US Army Research Laboratory, the U.S. Government, the

UK Ministry of Defense, or the UK Government. The US and UK

Governments are authorized to reproduce and distribute reprints

for Government purposes notwithstanding any copyright notation

hereon. This material is also based upon work supported by the

National Science Foundation under Grant No. CNS-1040781.

10. REFERENCES

[1] M. C. Chan and R. Ramjee. TCP/IP performance
over 3G wireless links with rate and delay
variation. Wireless Networks, 2005.

[2] J. Erman, A. Gerber, M. T. Hajiaghayi, D. Pei,
and O. Spatscheck. Network-aware forward
caching. In WWW, 2009.

[3] J. Erman, A. Gerber, K. K. Ramadrishnan,
S. Sen, and O. Spatscheck. Over the top video:
The gorilla in cellular networks. ACM IMC, 2011.

[4] H. Falaki, D. Lymberopoulos, R. Mahajan,
S. Kandula, and D. Estrin. A first look at traffic
on smartphones. ACM IMC, 2010.

[5] A. Ford, C. Raiciu, M. Handley, and
O. Bonaventure. RFC 6824: TCP Extensions for
Multipath Operation with Multiple Addresses.

[6] H. Han, S. Shakkottai, C. V. Hollot, R. Srikant,
and D. Towsley. Multi-path TCP: A joint
congestion control and routing scheme to exploit
path diversity in the internet. IEEE/ACM
Transactions on Networking, 14:1260–1271, 2006.

[7] J. Huang, Q. Feng, A. Gerber, Z. M. Mao, S. Sen,
and O. Spatscheck. A close examination of
performance and power characteristics of 4G LTE
networks. ACM MobiSys, 2012.

[8] J. Huang, Q. Xu, B. Tiwana, Z. M. Mao,
M. Zhang, and P. Bahl. Anatomizing application
performance differences on smartphones. ACM
MobiSys, 2010.

[9] P. Hurtig and A. Brunstrom. Enhanced metric
caching for short TCP flows. IEEE ICC, 2012.

[10] B. Jiang, Y. Cai, and D. Towsley. On the resource
utilization and traffic distribution of multipath
transmission control. Perform. Eval.,

68(11):1175–1192, Nov. 2011.
[11] F. Kelly and T. Voice. Stability of end-to-end

algorithms for joint routing and rate control.
SIGCOMM CCR, 35(2):5–12, Apr. 2005.

[12] F. P. Kelly, A. K. Maulloo, and D. K. Tan. Rate
control for communication networks: shadow
prices, proportional fairness and stability. Journal
of the Operational Research society,
49(3):237–252, 1998.
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