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Abstract
Testing and static analysis can help root out bugs in programs, but not in data. This paper introduces data debugging, an approach that combines program analysis and statistical analysis to find potential data errors. Since it is impossible to know a priori whether data are erroneous or not, data debugging locates data that has an unusual impact on the computation. Such data is either very important, or wrong. Data debugging is especially useful in the context of data-intensive programming environments that intertwine data with programs in the form of queries or formulas. We present the first data debugging tool, CHECKCell, an add-in for Microsoft Excel. CHECKCell colors cells red when they have an unusually high impact on the spreadsheet’s computations. We show that CHECKCell is both analytically and empirically fast and effective; in a case study, it automatically identifies a key flaw in the infamous Reinhart and Rogoff spreadsheet.

1. Introduction
In many computational tasks, correctness is a primary concern. Most work in the programming language community has focused on ways to discover whether the program performing the computation is correct. Techniques to reduce program errors range from testing and runtime assertions, to dynamic and static analysis tools that can discover a wide range of bugs. These tools and approaches enable programmers to find errors and reduce their impact, contributing to improving overall code quality.

However, a program is just one part of a computation. Existing tools ignore the correctness of program inputs. If the input contains errors, the result of the computation is not likely to be correct. Unlike programs, data cannot be easily tested or analyzed for correctness. Input data errors can arise in a variety of ways [24]:

• Data entry errors, including typographical errors and transcription errors from illegible text.
• Measurement errors, when the data source itself, such as a disk or a sensor, is faulty or corrupted (unintentionally or not).
• Data integration errors, where inconsistencies arise due to the mixing of different data, including unit of measurement mismatches.

While data errors pose a threat to the correctness of any computation, they are especially problematic in data-intensive programming environments like databases, spreadsheets, and certain scientific computations. In these settings, data correctness can be as important as program correctness (“garbage in, garbage out”). The results produced by the computations—queries, formulas, charts, and other analyses—may be rendered invalid by data errors. These errors can be costly: errors in spreadsheet data have led to losses of millions of dollars [39] [40].

By contrast with the proliferation of tools at a programmer’s disposal to find program errors, few tools exist to help find data errors. Part of the problem is that it can be difficult to decide whether any given data element is an error or not. For example, the number 1234 might be correct, or the correct value might be 12.34. Typographical errors can change data items by orders of magnitude. Unfortunately, finding this kind of mistake via manual data auditing is onerous, unscalable, and error-prone.

Existing approaches to finding data errors include data cleaning and statistical outlier detection. Data cleaning primarily copes with errors via cross-validation with ground truth data, which may not be present. Statistical outlier detection typically reports data as outliers based on their relationship to a given distribution (e.g., Gaussian). Automatic identification of data distributions is error-prone and can give rise to excessive false positives.

This paper presents data debugging, an approach for locating potential data errors. Since it is impossible to know a priori whether data are erroneous or not, data debugging does the next best thing: locating data that has an unusual impact on the computation. Intuitively, data that has an inordinate impact on the final result is either very important, or it is wrong. By contrast, wrong data whose presence has no particularly unusual effect on the final result does not merit special attention. Data debugging combines data dependence analysis and statistical analysis to find and highlight data proportional to the severity of its impact on the results of a computation.

Data debugging works by first building a data dependence graph of the computations. It then measures data impact by replacing data items with data chosen from the same group (e.g., a range in a spreadsheet formula) and observing the resulting changes in computations that depend on that data. This nonparametric approach allows data debugging to find errors in both numeric and non-numeric data, without any requirement that data follow any particular statistical distribution.

By calling attention to data with unusual impact, data debugging can provide insights into both the data and the computation and reveal errors. We believe data debugging is broadly applicable, though it is especially well-suited for data-intensive programming environments that intertwine data and programs (e.g., with queries and formulas).

This paper presents the first data debugging tool in the form of CHECKCell, an add-in for Microsoft Excel and Google Spreadsheets. Spreadsheets are one of the most widely-used programming environments, and this domain has recently attracted renewed academic attention [20] [23] [41]. In addition, spreadsheet errors are a well known risk and have led to significant monetary losses in the past, making them an excellent first target for data debugging.

CHECKCell highlights all inputs whose presence causes function outputs to be dramatically different than the function output were those outputs excluded. The brightness of the highlighting is
proportional both to the severity of the output’s unusualness and to the importance of the function in the computation. CheckCell is empirically and analytically efficient and effective, as we show in Sections 4 and 5. The current prototype is untuned but analysis time is generally low, taking a median of 13 seconds to run on most of the spreadsheets we examine. By employing human workers via Amazon’s Mechanical Turk crowdsourcing platform to generate errors, we show that CheckCell is effective at finding actual data entry errors in a random selection of spreadsheets from the EUSES corpus. We also apply CheckCell to a real-world spreadsheet: CheckCell automatically identifies a key flaw in the now-infamous Reinhart-Rogoff spreadsheet [26].

Contributions
The contributions of this paper are the following:

1. We introduce data debugging, an approach aimed at identifying data that has an unusual impact on the final computation, indicating that the data is either extremely important or wrong.
2. We describe novel algorithms to implement data debugging that combine program analysis and nonparametric statistical analysis to identify potential data errors.
3. We present a prototype data debugging tool for spreadsheets, CheckCell, and demonstrate its effectiveness at finding errors and identifying highly important data.

Outline
The remainder of this paper is organized as follows. Section 2 discusses related work. Section 3 describes the algorithms that data debugging employs. Section 4 derives analytical results that demonstrate data debugging’s runtime efficiency and effectiveness. Section 5 presents an empirical evaluation of data debugging in the form of CheckCell, measuring its runtime performance and its effectiveness at finding errors. Section 6 describes directions for future work, and Section 7 concludes.

2. Related Work
Data Cleaning
Most past work on locating or removing errors in data has focused on data cleaning or scrubbing in database systems [22,32]. Standard approaches include statistical outlier analysis for removing noisy data, interpolation to fill in missing data (e.g., averages), and using cross-correlation with other data sources to correct or locate errors [25].

A number of approaches have been developed that allow data cleaning to be expressed programmatically or applied interactively. Programmatic approaches include AJAX, which expresses a data cleaning program as a DAG of transformations from input to output [18]. Data Auditor applies rules and target relations entered by a programmer [19]. A similar domain-specific approach has been employed for data streams to smooth data temporarily and isolate it spatially [29]. Potter’s Wheel, by Raman and Hellerstein, is an interactive tool that lets users visualize and apply data cleansing transformations [33].

To identify errors, Luebbers et al. describe an interactive data mining approach based on machine learning that builds decision trees from databases. It derives logical rules (e.g., “BRV = 404 ⇒ GBM = 901”) that hold for most of the database, and marks deviations as errors to be examined by a data quality engineer [31].

Raz et al. describe an approach aimed at arbitrary software that uses Daikon [13] to infer invariants about numerical input data and then report discrepancies as “semantic anomalies” [34]. Data debugging is orthogonal to these approaches: rather than searching for latent relationships in or across data, it measures the interaction of data with the programs that operate on them.

Spreadsheet Errors
Spreadsheets have been one of the most prominent computer applications since their creation in 1979. The most widely used spreadsheet application today is Microsoft Excel. Excel includes rudimentary error detection including errors in formula entry like division by zero, a reference to a non-existent formula or cell, invalid numerical arguments, or accidental mixing of text and numbers. Excel also checks for inconsistency with adjacent formulas and other structural errors, which it highlights with a “squiggly” underline. In addition, Excel provides a formula auditor, which lets users view dependencies flowing into and out of particular formulas.

Past work on detecting errors in spreadsheets has focused on inferring units and relationships (has-a, is-a) from information like structural clues and column headers, and then checking for inconsistencies [1,3,9,14,15,30]. For example, XeLda checks if formulas process values with incorrect units or if derived units clash with unit annotations. There also has been considerable work on testing tools for spreadsheets [6,17,27,30,37,58].

This work is complementary and orthogonal to CheckCell, which works with standard, unannotated spreadsheets and focuses on unusual interactions of data with formulas.

Statistical Outlier Analysis
Techniques to locate outliers date to the earliest days of statistics, when they were developed to make nautical measurements more robust. Widely-used approaches include Chauvenet’s criterion, Peirce’s criterion, and Grubb’s test for outliers [7]. All of these techniques are parametric: they require that the data belong to a known distribution, generally the Gaussian (normal). Unfortunately, input data does not necessarily fit a predefined statistical distribution. Moreover, identifying outliers leads to false positives when they do not materially contribute to the result of a computation (i.e., have no impact). By contrast, data debugging only reports data items with a substantial impact on a computation.

Sensitivity Analysis and Uncertainty Quantification
Sensitivity analysis is a method used to determine how varying an input affects a model’s range of outputs. Most sensitivity analyses are analytic techniques; however, the one-factor-at-a-time technique, which systematically explores the effect of a single parameter on a system of equations, is similar to data debugging in that it seeks to numerically approximate the effect of an input on an output. Recent research employing techniques from sensitivity analysis in static program analyses seeks to determine whether programs contain “discontinuities” that may indicate a lack of program robustness [2,10,21].

Uncertainty quantification draws a relationship between the uncertainty of an input parameter and the uncertainty in the output. Unlike sensitivity analysis, which in the case of OAT can be used as a “black-box” technique, uncertainty quantification requires the analyst to know the functional composition of the model being analyzed.

Data debugging differs from sensitivity analysis and uncertainty quantification in several important respects. First, data debugging is a fully-automated black-box technique that requires no knowledge of a program’s structure. Second, unlike sensitivity analysis, data debugging does not vary a parameter through a known range of valid values, which must be parameterized by an analyst. Instead, data debugging infers an empirical input distribution via a nonparametric statistical approach. Finally, the uncertainty of inputs and outputs is irrelevant to CheckCell’s analysis. CheckCell instead seeks to find specific data elements that have an extraordinary effect on
3. Data Debugging: Algorithms

This section describes in detail the algorithms that data debugging employs. Section 3 includes formal analysis of various aspects of the data debugging algorithms described here, including asymptotic performance and statistical effectiveness.

Throughout this section, we illustrate these algorithms with a running example of a budget shown in Figure 1, which is an excerpt from a real spreadsheet found in the EUSES corpus. An error was introduced into the spreadsheet by asking users on Mechanical Turk to enter the data into a spreadsheet based web form. The experimental setup is described in more detail in Section 5.

This spreadsheet tracks student-teacher ratios for a number of metropolitan public school systems. The user accidentally typed an additional “4”, causing an order-of-magnitude error.

3.1 Dependence Analysis

CHECKCELL’s statistical analysis is guided by the structure of the program present in a worksheet. CHECKCELL’s first step is to identify the inputs and outputs of those computations. CHECKCELL scans the open Excel workbook and collects all formula strings. Formulas are parsed using an Excel grammar expressed with the FParsec parser combinator library. CHECKCELL uses the Excel formula’s syntax tree to extract references to input ranges and other formulas. CHECKCELL resolves references to local, cross-worksheet, and cross-workbook cells.

Spreadsheet programs are always strictly tree-shaped, with inputs at the leaves, and with an output at the root. Both the root and all the intermediate nodes of the tree are formulas. The purpose of CHECKCELL is to determine the effect of a particular input on the final output of the program tree, so while intermediate nodes are an important part of a spreadsheet’s calculation, their values are not a part of our analysis. There can be many such trees in a spreadsheet, and this forest of functions may even share input leaves. CHECKCELL uses techniques similar to past work to identify dependencies in spreadsheets [17]. For our purposes, charts are simply considered to be function outputs.

CHECKCELL’s statistical analysis depends on the ability of the analysis to replace input values with other representative values. When function has only a scalar argument, namely a single cell or a constant, CHECKCELL does not have enough information to reliably generate other representative values. Therefore, CHECKCELL limits its analysis to vector inputs.

3.2 Impact Analysis

CHECKCELL operates under the premise that the value of a function changes significantly when an erroneous input value is corrected. More precisely, CHECKCELL poses the (null) hypothesis that the removal of a value will not cause a large change in function output. CHECKCELL then gathers statistical evidence in an attempt to reject this hypothesis.

Removing an input value requires replacing it with another representative value. Since CHECKCELL never knows the true value of the erroneous input, it must choose from among the only other replacement candidates it can justify, namely other values in the same input vector as the suspected outlier. CHECKCELL thus operates under the additional assumption that values in vector inputs are exchangeable.

Function Classes

CHECKCELL assumes that inputs to functions that it examines are homogeneous, i.e., that a vector input can be considered an order-independent, i.i.d. random samples, drawn from some unknown distribution. Our analysis of frequently-used vector functions shows that the most widely-used functions in Excel are in fact order-independent. Conveniently, this assumption allows us to draw from a large corpus of statistical outlier detection methods.

CHECKCELL does not directly perturb the inputs to vector functions that do not satisfy the homogeneity requirement. Of the 5,606 spreadsheets in the EUSES spreadsheet corpus [16], 4,038 contain spreadsheets for a total of 730,765 formulas. Our comprehensive analysis of these spreadsheets showed that order-dependent vector functions like HLOOKUP, INDEX, VLOOKUP, and OFFSET are largely dominated by order-independent vector functions, particularly SUM. Thus CHECKCELL is useful for a very large number of existing spreadsheets. Figure 2 shows the relative frequency of the ten most common vector functions in the EUSES corpus.

Non-Parametric Methods: the Bootstrap

Standard approaches to outlier rejection generally depend on the shape of the distribution. These so-called parametric methods require data analysts to parameterize their hypothesis tests with a known parametric form. The normal distribution is most often assumed for outlier rejection. This assumption is justified primarily when a distribution is known to be the result of a summing or averaging of values, since these values will converge in the limit to the normal distribution according to the Central Limit Theorem. Given that CHECKCELL needs to perform statistical tests on any function and over unknown data distributions, parametric methods are inappropriate.

Instead, CHECKCELL’s input analysis incorporates an adaptation of Efron’s bootstrap procedure, a non-parametric (distribution-free) statistical method [12]. The bootstrap is a procedure for estimating the distribution of a function output, referred to as the test statistic, given only an approximation of population of interest (typically a sample). This distribution allows one to measure the variability of the test statistic, allowing for reliable inference even when the following conditions hold:

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1998-1999</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>School</td>
<td>Average Daily</td>
<td>Teachers</td>
</tr>
<tr>
<td>4</td>
<td>System</td>
<td>Attendance</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>CLAYTON</td>
<td>43,447</td>
<td>2,691</td>
</tr>
<tr>
<td>6</td>
<td>COBB</td>
<td>90,774</td>
<td>2,720</td>
</tr>
<tr>
<td>7</td>
<td>DEKALB</td>
<td>90,837</td>
<td>5,743</td>
</tr>
<tr>
<td>8</td>
<td>DOUGLAS</td>
<td>16,482</td>
<td>1,120</td>
</tr>
<tr>
<td>9</td>
<td>FULTON</td>
<td>64,623</td>
<td>4,129</td>
</tr>
<tr>
<td>10</td>
<td>GWINNETT</td>
<td>98,473</td>
<td>6,128</td>
</tr>
<tr>
<td>11</td>
<td>ROCKDALE</td>
<td>13,183</td>
<td>826</td>
</tr>
<tr>
<td>12</td>
<td>ATLANTA</td>
<td>594,491</td>
<td>3,619</td>
</tr>
<tr>
<td>13</td>
<td>BUFORD</td>
<td>1,933</td>
<td>130</td>
</tr>
<tr>
<td>14</td>
<td>DECATUR</td>
<td>2,640</td>
<td>194</td>
</tr>
<tr>
<td>15</td>
<td>MARIETTA</td>
<td>6,695</td>
<td>521</td>
</tr>
<tr>
<td>16</td>
<td>TOTAL</td>
<td>1,023,593</td>
<td>30,881</td>
</tr>
</tbody>
</table>

*Figure 1. A sample spreadsheet from the EUSES corpus with a real typographical error, highlighted in red (see Section 3).*
The approximated distribution is small, i.e., under 30 elements, or the distribution is either difficult to compute or is completely unknown.

In particular, CHECKCELL uses an adaptation of Efron’s basic bootstrap procedure. The procedure works as follows:

1. Draw a random sample, \( X_i = (X_0, \ldots, X_m) \), with replacement, from the input vector of interest. This new vector is referred to as a resample. Note that \( m \) must be the size of the original sample.

2. Compute the test statistic, \( \hat{\theta}_i(X) \), which is a point estimator for the true test statistic of the population, \( \theta(X) \).

3. Repeat this process \( n \) times. In the statistical literature, the number of bootstraps typically is between 1000 and 2500; CHECKCELL uses \( n = 1000 \cdot e \), which is approximately 2800 (see Section 4.1).

The resulting distribution \( \hat{\theta} = (\hat{\theta}_0, \ldots, \hat{\theta}_{n-1}) \) gives an approximation of \( \theta \), the true value of the test statistic for the population. This distribution can now be used for inference, because the bootstrap procedure gives an indication of the variability of \( \theta \), i.e., we know which values of \( \theta \) are unlikely.

**Hypothesis test.** In order to determine whether an input, \( x \), is likely to be an error, CHECKCELL conditions the output distribution \( \hat{\theta} \) on the absence of \( x \) in the data. We call this conditional distribution \( \hat{\theta}_c \). The conditional distribution approximates the effect of correcting the input error. If the original function output, \( \theta_{orig} \) (a point value), is highly unusual when compared to the \( \hat{\theta}_c \), the input \( x \) is either a very important input or a likely error. CHECKCELL performs two variants of the hypothesis test, depending on whether the output of the function of interest is numeric or string-valued.

**Numeric function outputs.** For numeric outputs, the bootstrap distribution is sorted in ascending order, and the quantile function is applied to determine the confidence bound of interest. CHECKCELL uses \( \alpha = 0.05 \), which is a standard confidence bound in the statistical literature, corresponding to a 95% confidence interval. The original function output is compared with the distribution \( \hat{\theta}_c \). If \( \theta_{orig} \) falls to the left of the 2.5th quantile or to the right of the 97.5th quantile, we reject the null hypothesis and declare \( x \) an outlier.

**String-valued function outputs.** For string-valued function outputs, the bootstrap distribution becomes a multinomial. The multinomial is parameterized by a vector of probabilities, \( p_0, \ldots, p_{k-1} \), where \( k \) is the number of output categories (in our case, distinct strings), and where \( \sum_{0 \leq i \leq k-1} p_i = 1 \). CHECKCELL calculates \( p_i \) from the observed frequency of category \( i \) from \( \hat{\theta}_c \). The null hypothesis is then rejected if the probability of observing the original function output, \( \theta_{orig} \), is less than \( \alpha \). The accuracy of the multinomial hypothesis-testing procedure depends on the number of bootstraps, \( n \), since if \( n \ll k \) then \( \hat{\theta}_c \) is guaranteed to be sparse and incorrect inferences may be drawn. In principle, \( n \) can be adjusted such that we are unlikely to observe a \( p_i = 0 \) when the true value of \( p_i = 0 + \epsilon \). In practice, \( n = 1000 \) is more than enough for most multinomials encountered.

### 3.3 Impact Scoring

Finally, all inputs that failed at least one hypothesis test are highlighted and presented to the user. Brightly-colored outputs indicate likely severe outliers while dimly-colored outputs indicate less severe outliers. Input cells that failed no hypothesis test retain their original color (typically black text on a white background). Inputs that do not participate in any computations have no chance of being flagged as potential errors.

CHECKCELL cannot know a priori which function outputs are the most important to the end-users. However, inputs which have large effects on large-scale computations are arguably more important to find than inputs that have large effects on small-scale computations. Thus, CHECKCELL weights the impact score of a suspected input error for a particular function output by the size of the computation tree (the number of input leaves) for that function. The total impact of the error is thus defined as \( \sum_{s_i \in S} w_f \) where \( s_i \) is the impact score for input \( i \) and function \( f \) and \( w_f \) is the weight of function \( f \). The brightness of the highlighting is \( (s_i - s_{\min})/(s_{\max} - s_{\min}) \) where 0 is no highlighting and 1 is the brightest highlight.

### 3.4 Optimizations

CHECKCELL’s runtime is \( O(i \cdot n) \), or linear in the number of recalculation required (see Section 4.1), where \( i \) is the number of input vectors and \( n \) is the number of bootstraps required. Our system uses a configurable default of \( n = 1000 \cdot e \) (see Section 4.1).

As \( n \) grows larger than \( m \), the length of an input vector, the probability that a given resample will again appear during the boot-
strapping procedure increases substantially. CHECKCell makes use of this fact to save on recalculation cost by caching the output of functions whose input values have been previously calculated. CHECKCell calculates a fingerprint for each resample that lets it identify duplicate resamples. Since the inputs to vector functions are order-invariant, CHECKCell only needs to track the number of appearances of a particular input value in a resample. The fingerprint is a vector of counters, one for each index in the input. CHECKCell keeps a dictionary of previously-calculated values of \( \hat{\theta}_i \), where the key is the aforementioned fingerprint.

For example, given the input vector \((1, 2, 3, 4)\), one possible resample, \(X = (X_0, X_1, X_2, X_3)\), is \((1, 4, 4, 3)\). The fingerprint counter would then be \(c_0 = 1, c_1 = 0, c_2 = 1, c_3 = 2\).

\section{Data Debugging: Analysis}

This section presents an analysis of data debugging’s dominant contributor to the cost of accurate inference: the number of resamples required to perform the bootstrapping method. A mechanism for significantly mitigating this cost is also discussed.

\subsection{Number of Resamples}

For an input vector of length \(m\) and a resample \(X\), the probability of randomly selecting a value that is not \(x\) is \(\frac{m-1}{m}\). The probability of selecting \(m\) values is therefore \(\left(\frac{m-1}{m}\right)^m\). As \(m\) grows, we obtain the following identity:

\[ \lim_{m \to \infty} \left(\frac{m-1}{m}\right)^m = \frac{1}{e} \]

Statistical literature suggests that the number of bootstraps be at least 1000 when the computational cost is tolerable. For efficiency reasons, we perform our bootstrapping procedure once for each input range, and then partition the resulting \(\hat{\theta}\) distributions according to the value \(x\) of interest. We set \(n = 1000 \cdot e\). Lemma 4.1 ensures that, on average, there are 1000 resamples in the bootstrap distribution for \(\hat{\theta}_i\).

For \(i\) input ranges and a bootstrap size of \(n\), CHECKCell requires \(O(i \cdot n)\) time to analyze a spreadsheet. In practice, the caching feature described in Section 4.3 makes observing even this modest linear cost highly unlikely.

\subsection{Efficiency of Caching}

For an input vector of length \(m\) and a resample \(X\), it must be the case that the sum of the fingerprint counter’s values equals \(m\). There are only \(f = \binom{2m-1}{m}\) ways to sum to \(m\) for a fingerprint vector of length \(m\). There are only \(f\) possible fingerprints for an input vector of length \(m\). Input vectors are resampled uniformly randomly, thus the probability of choosing a particular fingerprint is \(\frac{1}{f}\). We expect to see a particular fingerprint with a frequency of \(\frac{1}{f}\) for a bootstrap of size \(n\). Clearly, for \(n > f\), we are likely to observe a repeated fingerprint. As \(n\) grows larger than \(f\) in the limit, observing a repeated fingerprint is guaranteed.

\section{Evaluation}

We evaluate CHECKCell across three dimensions: its ability to reduce program error, its ability to reduce end-user effort in fixing errors, and its execution time. We also report on a case study of using CHECKCell to examine a now-infamous spreadsheet due to Reinhart and Rogoff.

Our evaluation is designed to answer the following questions:

1. Does CHECKCell identify important errors in spreadsheets?
2. Does using CHECKCell reduce user effort to identify and correct errors?
3. Is CHECKCell efficient?

\subsection{Error Reduction and User Effort}

We evaluated CHECKCell on a selection of the EUSES corpus by injecting errors according to an empirically-trained model, described later in this section. Quantifying the importance of errors and user effort requires some care. We derive metrics for these in the following.

\section{Quantifying Error}

We consider the “correct” (original) spreadsheet to be a vector \(S\) of strings; note that we assume that the spreadsheet prior to error injection is correct. CHECKCell may identify actual errors in the EUSES spreadsheets, but because we do not know the ground truth, we conservatively treat such reports as false positives.

We then proceed to inject errors in the spreadsheet. We refer to a spreadsheet with \(n\) errors injected as spreadsheet \(S\). Using CHECKCell leads to a series of \(k\) corrections which form the sequence of corrections \(c_1, \ldots, c_k\). Note that \(k\) is less than or equal to \(n\), since it is possible for CHECKCell not to identify all errors.

We apply the corrections in sequence, \(c_1, \ldots, c_k\), producing a partially-corrected version of the fault-injected spreadsheet \(S\), namely the spreadsheet \(S_{p,k}\). Spreadsheet \(S_{p,0}\) is the spreadsheet with no corrections applied \((S)\). Spreadsheet \(S_{p,n}\) is the spreadsheet with all \(n\) corrections applied \((S\) when \(k = n\).

Because spreadsheets contain both numeric and non-numeric data, we treat them separately and then combine their terms into a total error metric.

Let \(f\) be a real-valued function over spreadsheet inputs. Then the **numerical error** of \(f\) is:

\[ \text{err}_f(f, k) = |f(S_{p,k}) - f(S)| \]

Note that it is possible for a sequence of corrections to temporarily increase the numeric error (i.e., \(\text{err}_f(f, k) > \text{err}_f(f, k + 1)\)), because the effect of multiple errors may combine to reduce total error. Thus, we normalize numerical errors by the most extreme error observed. However, after correcting all \(n\) errors, the numerical error is guaranteed to be 0.

The **normalized numerical error** of \(f\) is thus:

\[ \text{normerr}_f(f, k) = \frac{\text{err}_f(f, k)}{\text{err}_f(f, 0)} \]

We treat non-numerical (“categorical”) errors by using an indicator function which is 1 if it differs in value and 0 otherwise: let \(g\) be a categorical function. Then the **categorical error** of \(g\) is:

\[ \text{err}_C(g, k) = \begin{cases} 1 & \text{if } g(S_{p,k}) = g(S) \\ 0 & \text{otherwise.} \end{cases} \]

We then compute the total error in a spreadsheet as follows. Let the set of all numeric functions defined in a spreadsheet be \(F\) and the set of all categorical functions defined in a spreadsheet be \(G\). Then the total error after \(k\) corrections of the spreadsheet is:

\[ \text{err}_{tot}(k) = \sum_{f \in F} \text{normerr}_f(f, k) + \sum_{g \in G} \text{err}_C(g, k) \]

Finally, since CHECKCell is not guaranteed to remove all errors, we define the **remaining error** to be:
We claim that CHECKCELL is effective in automatically finding injected errors. In 42.8% of the cases (9 of 21 cases), CHECKCELL was able to guide simulated users to reduce overall error by roughly 50%, while examining an average of just 4.5 cells (8.3%). A user who did not have CHECKCELL would need to examine 100% of the cells in the spreadsheet—an average of 54 cells (see Figure [4]). On average, CHECKCELL had one true positive, 3.5 false positives, and 4.8 false negatives. The fact that CHECKCELL is able to reduce using the value from the original spreadsheet. If the simulated user inspects a cell that is not an error, we mark the cell as a false positive. After the tool has identified all of the errors at the significance level indicated by the user (we use a default of 95%), all remaining errors are considered to be false negatives. For each error-injected spreadsheet, we compute the remaining error and relative user effort at the end of the procedure.

If CHECKCELL is successful at removing these generated errors with little user effort, then the tool is effective at removing errors. Since CHECKCELL is the first fully-automated tool for finding data errors, the baseline for our analysis is the requirement to manually inspect every formula input cell.

Error Generator

In order to inject errors that are representative of the kind of errors that people actually make, we built and trained a classifier by recruiting workers on Amazon’s Mechanical Turk to perform data entry tasks. The classifier is designed to spot two kinds of errors: (1) character transpositions and (2) other typographical errors.

Our input data came from two sources: we randomly sampled formula inputs from 500 spreadsheets in the EUSES corpus (corresponding to 69,112 input strings), and we randomly generated 100,000 additional strings. The additional strings were created to ensure that users were exposed to a wide range of strings, reducing the sparsity in our model. To make it impossible for users to simply cut and paste these strings back into the input field, we rendered strings as images and had 946 workers re-enter the text shown in the image. Workers correctly re-entered 97.14% strings from the first data set and 93.24% from the second data set for a total accuracy of 94.74% (an error rate of 5.26%).

Results: Error Detection and Effort Reduction

CHECKCELL is effective in automatically finding injected errors. In 42.8% of the cases (9 of 21 cases), CHECKCELL was able to guide simulated users to reduce overall error by roughly 50%, while examining an average of just 4.5 cells (8.3%). A user who did not have CHECKCELL would need to examine 100% of the cells in the spreadsheet—an average of 54 cells (see Figure [4]). On average, CHECKCELL had one true positive, 3.5 false positives, and 4.8 false negatives. The fact that CHECKCELL is able to reduce
error significantly after only a single correction on average strongly supports our claim that CHECKCELL finds the most important errors in a spreadsheet.

5.2 Execution Time

Setup. Our experimental platform is a 2011 Mac Pro equipped 16GB of RAM and a quad-core Intel Xeon processor running at 3.2GHz. The operating system is Windows 7 Professional (SP1), which executes in Parallels. CHECKCELL was compiled using Microsoft Visual Studio 2010, and runs as an add-in in Microsoft Excel 2010. We have also implemented CHECKCELL for Google Spreadsheets, but only report results for the Excel version.

To measure the runtime of CHECKCELL, we ran it on a selection of 30 spreadsheets drawn randomly from the EUSES corpus [15], excluding those that did not contain formulas. CHECKCELL was able to analyze 26 out of the 30 spreadsheets; the 4 it could not analyze contained no vector-valued functions.

Table 1 includes characteristics of these spreadsheets, ordered by the number of formulas each contains. We include two columns that count the number of cells in different ways. Cells (raw) indicates the total number of cells that participate in any computation. Cells (weighted) indicates the total number of cells inside ranges, weighted by the number of times each cell is used in a computation. For example, a cell that is in a range involved in two computations is counted twice. Because the weighted cell count only includes ranges, it is possible for it to be lower than the raw number of cells.

Figure 4 reports the performance of data debugging across the spreadsheet suite, ordered by the weighted number of cells. Table 1 includes the full data.

For 18 of the 26 benchmarks, CHECKCELL takes 30 seconds or less to complete. Its runtime is less than two minutes for all but three of the spreadsheets: intresults.xls, NEW.xls, and e446gradesp04.xls, which take 295 seconds, 187 seconds, and 298 seconds, respectively. The average runtime over all spreadsheets is 49 seconds; without the three outliers, it is 21 seconds. As our analysis in Section 4 predicts, the time cost of CHECKCELL is largely dominated to the cost of the impact analysis, which is in turn dependent on the number of inputs.

The spreadsheets that require the most execution time have by far, the largest number of formulas (1,066 and 2,626), and the latter also has the largest number of weighted cells (2,403). Their relatively high execution time is attributable to the fact that the cost of impact analysis increases as the number of formulas increases, since the Excel recalculation engine must do more work per item tested. The intresults spreadsheet also has an extremely highly-connected clique in its dependence graph, which leads to both higher time for dependence analysis and increases the cost of recalculations during impact analysis.

Summary: For nearly every spreadsheet examined, CHECKCELL’s runtime is under two minutes; we believe this overhead is acceptable for an error detection tool.

5.3 Case Study: The Reinhart and Rogoff Spreadsheet

In 2010, the economists Carmen Reinhart and Kenneth Rogoff, both now at Harvard, presented results of an extensive study of the correlation between indebtedness (debt/GDP) and economic growth (the rate of change of GDP) in 44 countries and over a period of approximately 200 years [35, 36]. The authors argued that there was an apparent “tipping point”: when indebtedness crossed 90%, growth rates plummeted. The results of this study were widely used by politicians to justify austerity measures taken to reduce debt loads in countries around the world [20]. Although Reinhart and Rogoff made the original data available that formed the basis of their study, they did not make public the instrument used to perform the actual analysis: an Excel spreadsheet. Herndon, Ash, and Pollin, economists at the University of Massachusetts Amherst, obtained the spreadsheet. They discovered several errors, including the apparently accidental omission of five countries in a range of formulas [26]. After correcting for these and other flaws in the spreadsheet, the results invalidate Reinhart-Rogoff’s conclusion: no tipping point exists for economic growth as debt levels rise.

While some of the errors in the Reinhart-Rogoff spreadsheet are out of scope for CHECKCELL, we wanted to know whether CHECKCELL would be able to verify any of the other errors or discover new ones. We obtained the Excel spreadsheet directly from Carmen Reinhart and ran CHECKCELL on it. CHECKCELL singled out one cell in bright red, identifying it as a value with an extraordinary impact on the final result. We reported this finding to one of the UMass economists (Michael Ash). He indicated that this value, a data entry of 10.2 for Norway, indicated a key methodological problem in the spreadsheet. The UMass economists found this flaw by careful manual auditing after their initial analysis of the spreadsheet [3]:

For example, Norway spent only one year (1946) in the 60-90 percent public debt/GDP category over the total 130 years (1880-2009) that Norway appears in the data. Norway’s economic growth in this one year was 10.2 percent. This one extraordinary growth experience contributes fully 5.3 percent (1/19) of the weight for the mean GDP growth in this category even though it constitutes only 0.2 percent (1/445) of the country-years in this category. Indeed Norway’s one year in the 60-90 percent GDP category receives equal weight to, for example, Canada’s 23 years in the category, Austria’s 35, Italy’s 39, and Spain’s 47.

This case study demonstrates data debugging’s utility not only for detecting errors but also for understanding structural flaws in computations.

6. Future Work

In future work, we plan to explore applying data debugging to other data-intensive domains, including Hadoop/MapReduce tasks [4], scientific computing environments like R [28], and database
management systems, especially those with support for “what-if” queries [6].

We expect all of these domains will require some tailoring of the existing algorithms to their particular context. For databases, we plan to treat as computations both stored procedures and cached queries. While it is straightforward to apply data debugging to databases when queries have no side effects, handling queries that do modify the database will take some care in order to avoid an excessive performance penalty due to copying.

A similar performance concern arises with Hadoop, where the key computation is the relatively costly reduction step. Data debugging will also likely need to take into account features of the R language in order to work effectively in that context. Finally, we are interested in exploring the effectiveness of data debugging in conventional programming language settings.

While CHECKCELL’s speed is reasonable in most cases, we are interested in further optimizing it. We are especially interested in developing a version that incrementally updates its impacts on-the-fly. This version would run in the background and detect data with unusual impacts as they are entered, much like modern text entry underlines misspelled words. We believe that having automatic detection of possible data errors on all the time could greatly reduce the risk of data errors.

7. Conclusion

This paper presents data debugging, an approach aimed at finding potential data errors by locating and ranking data items based on their overall impact on a computation. Intuitively, errors that have no impact do not pose a problem, while values that have an unusual impact on the overall computation are either very important or incorrect.

We present the first data debugging tool, CHECKCELL, which operates on spreadsheets. We evaluate CHECKCELL’s performance analytically and empirically, showing that it is reasonably efficient and effective at helping to find data errors. CHECKCELL is available for download at https://checkcell.org.
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<table>
<thead>
<tr>
<th>Spreadsheet</th>
<th>Formulas</th>
<th>Cells</th>
<th>Cells</th>
<th>Runtime</th>
<th>Dep.</th>
<th>Impact</th>
<th>Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>raw</td>
<td>weighted</td>
<td>total (s)</td>
<td>Analysis</td>
<td>Analysis</td>
<td>Scoring</td>
<td></td>
</tr>
<tr>
<td>Inventory_Control</td>
<td>33</td>
<td>21</td>
<td>0</td>
<td>4.71</td>
<td>1.67</td>
<td>1.59</td>
<td>1.42</td>
</tr>
<tr>
<td>Logistikkostnader</td>
<td>73</td>
<td>29</td>
<td>26</td>
<td>8.88</td>
<td>3.48</td>
<td>2.97</td>
<td>2.40</td>
</tr>
<tr>
<td>HMWK112403</td>
<td>36</td>
<td>41</td>
<td>27</td>
<td>2.31</td>
<td>0.88</td>
<td>0.78</td>
<td>0.63</td>
</tr>
<tr>
<td>30day</td>
<td>125</td>
<td>92</td>
<td>30</td>
<td>3.01</td>
<td>1.39</td>
<td>1.31</td>
<td>0.27</td>
</tr>
<tr>
<td>Fin_info</td>
<td>25</td>
<td>40</td>
<td>32</td>
<td>2.75</td>
<td>0.82</td>
<td>2.65</td>
<td>0.01</td>
</tr>
<tr>
<td>2002fairreport</td>
<td>3</td>
<td>39</td>
<td>39</td>
<td>4.30</td>
<td>1.29</td>
<td>1.67</td>
<td>1.30</td>
</tr>
<tr>
<td>9620040303160820</td>
<td>42</td>
<td>81</td>
<td>81</td>
<td>4.77</td>
<td>1.19</td>
<td>2.74</td>
<td>0.81</td>
</tr>
<tr>
<td>Inventory errors</td>
<td>100</td>
<td>129</td>
<td>90</td>
<td>2.83</td>
<td>1.25</td>
<td>1.02</td>
<td>0.53</td>
</tr>
<tr>
<td>grades</td>
<td>227</td>
<td>661</td>
<td>96</td>
<td>154.45</td>
<td>3.06</td>
<td>149.85</td>
<td>1.51</td>
</tr>
<tr>
<td>expenses_ans</td>
<td>57</td>
<td>60</td>
<td>120</td>
<td>3.24</td>
<td>0.92</td>
<td>2.15</td>
<td>0.15</td>
</tr>
<tr>
<td>grades2002</td>
<td>61</td>
<td>143</td>
<td>123</td>
<td>2.67</td>
<td>1.03</td>
<td>1.11</td>
<td>0.51</td>
</tr>
<tr>
<td>Example_3</td>
<td>71</td>
<td>130</td>
<td>127</td>
<td>3.15</td>
<td>1.22</td>
<td>1.56</td>
<td>0.28</td>
</tr>
<tr>
<td>lmc_financial</td>
<td>72</td>
<td>148</td>
<td>142</td>
<td>17.15</td>
<td>4.69</td>
<td>7.63</td>
<td>4.80</td>
</tr>
<tr>
<td>104r</td>
<td>22</td>
<td>146</td>
<td>144</td>
<td>6.66</td>
<td>1.81</td>
<td>3.26</td>
<td>1.54</td>
</tr>
<tr>
<td>TRAIL INVENTORY N#A850A</td>
<td>2</td>
<td>156</td>
<td>156</td>
<td>6.15</td>
<td>1.12</td>
<td>3.99</td>
<td>0.99</td>
</tr>
<tr>
<td>Grades-6_excerpt</td>
<td>106</td>
<td>168</td>
<td>168</td>
<td>1.83</td>
<td>1.10</td>
<td>0.45</td>
<td>0.25</td>
</tr>
<tr>
<td>intresults</td>
<td>1066</td>
<td>3158</td>
<td>239</td>
<td>318.91</td>
<td>17.12</td>
<td>287.63</td>
<td>14.12</td>
</tr>
<tr>
<td>OakProducts</td>
<td>69</td>
<td>271</td>
<td>242</td>
<td>6.82</td>
<td>1.67</td>
<td>4.20</td>
<td>0.91</td>
</tr>
<tr>
<td>am_skandia_fin_supple#A80EE</td>
<td>56</td>
<td>272</td>
<td>268</td>
<td>6.64</td>
<td>1.53</td>
<td>4.01</td>
<td>1.06</td>
</tr>
<tr>
<td>E04_AppE_Census_Database_50</td>
<td>42</td>
<td>300</td>
<td>300</td>
<td>39.04</td>
<td>4.07</td>
<td>32.72</td>
<td>2.22</td>
</tr>
<tr>
<td>pf6-anxa</td>
<td>5</td>
<td>310</td>
<td>310</td>
<td>73.56</td>
<td>16.38</td>
<td>33.10</td>
<td>24.05</td>
</tr>
<tr>
<td>q_exhibit54-OEA</td>
<td>797</td>
<td>1160</td>
<td>365</td>
<td>102.56</td>
<td>18.03</td>
<td>68.70</td>
<td>15.79</td>
</tr>
<tr>
<td>econ424-fall2003-publ#A8A23</td>
<td>93</td>
<td>517</td>
<td>384</td>
<td>62.83</td>
<td>3.91</td>
<td>56.96</td>
<td>1.93</td>
</tr>
<tr>
<td>Grades_EEE481&amp;581</td>
<td>177</td>
<td>757</td>
<td>756</td>
<td>40.11</td>
<td>3.31</td>
<td>35.74</td>
<td>1.03</td>
</tr>
<tr>
<td>gpa_calculator</td>
<td>80</td>
<td>80</td>
<td>819</td>
<td>115.86</td>
<td>1.88</td>
<td>113.67</td>
<td>0.28</td>
</tr>
<tr>
<td>s446gradessp04</td>
<td>335</td>
<td>1369</td>
<td>1247</td>
<td>129.36</td>
<td>9.76</td>
<td>113.29</td>
<td>6.27</td>
</tr>
<tr>
<td>NEW</td>
<td>2626</td>
<td>2574</td>
<td>2403</td>
<td>683.32</td>
<td>115.75</td>
<td>440.30</td>
<td>127.23</td>
</tr>
</tbody>
</table>

Table 1. The benchmark suite of 30 spreadsheets, a random sample from the EUSES repository [16], ordered by weighted number of cells. The raw number of cells indicates the total number of cells that are used in any formula; the weighted number of cells weighs cells in ranges by the number of formulas that depend on it. A breakdown of CHECKCELL execution times (in seconds) appears on the right side.