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Abstract. This paper suggests that there is considerable value in creating pre-
cise and formally-defined specifications of processes for carrying out formal 
verification, and in then subjecting those processes to rigorous analysis, and us-
ing the processes to guide the actual performance of formal verification. The 
paper suggests that some of the value could derive from widening the commu-
nity of verifiers by having a process definition guide the performance of formal 
verification by newcomers or those who may be overawed by the complexities 
of formal verification. The paper also suggests that formally-defined process 
definitions can be of value both to novices and more experienced verifiers by 
serving as subjects of both dynamic and static analyses, with these analyses 
helping to build the confidence of various stakeholder groups (including the ve-
rifiers themselves) in the correct performance of the process and hence the cor-
rectness of the verification results. This paper is a status report on early work 
aimed at developing such processes, and demonstrating the feasibility and value 
of such analyses. The paper provides an example of a formally-defined verifica-
tion process and suggests some kinds of dynamic and static analyses of the 
process. The process incorporates specification of both the nominal, ideal 
process as well as how the process must be iterated in response to such verifica-
tion contingencies as incorrect assertions, incorrectly stated lemmas, and failed 
proofs of lemmas. In demonstrating how static analyses of this process can 
demonstrate that it assures certain kinds of desirable behaviors, the paper de-
monstrates an approach to providing effective verification guidance that assures 
sound verification results.  

1 Introduction 

Society is becoming ever more dependent upon systems that rely importantly upon 
the reliably correct functioning of software. Air travel is now heavily dependent  
upon software that is pervasive both in the cockpit and on the ground. Automobiles 
are similarly increasingly dependent upon software. Health care devices and systems 
also increasingly employ software in critical roles. Because of this it is corresponding-
ly important that the software in these systems performs correctly, across the  
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increasingly broad spectrum of situations in which it is relied upon. There are many 
approaches to assuring the correct functioning of software, including dynamic testing 
and various forms of static analysis. But perhaps the strongest assurances of correct 
functioning of software are provided by formal verification. This paper describes an 
approach that is currently being developed for making the performance of formal 
verification accessible to more practitioners by providing explicit proactive process 
guidance to this performance.  

In addition, we note that while it is essential that critical software reliably function 
correctly in all circumstances and situations, it is also most important that those who 
rely upon such correct functioning have a sound basis for believing that that is the 
case. In short, it is not enough for software to perform correctly, but it is also impor-
tant that all of the software’s stakeholders have access to satisfactory evidence of this 
correct performance. This paper also suggests that the explicit process guidance pro-
vided by the approaches presented in this paper can also be the basis for providing 
importance forms of evidence that the formal verification process has been performed 
correctly. Evidence of correct functioning that is provided by testing and many forms 
of static analysis can be relatively accessible to broad communities of stakeholders, 
but it seems important to also consider how it might be possible to provide broadly 
accessible evidence of correct performance of formal verification. It is the position of 
this paper that the formal verification community has made good progress towards the 
goal of understanding how to reason about the correct performance of software (al-
though it would be desirable to make formal verification processes more accessible to 
more practitioners), but that more progress should be made towards the second goal 
of being able to provide convincing assurances to stakeholders that a formal verifica-
tion process has actually been carried out correctly. 

Over the past several decades many approaches to reasoning about the correct per-
formance of software have been developed. The most widely recognized and em-
ployed approach has been testing, where the program is run using a large number of 
diverse input datasets. Typically the results can be examined by diverse stakeholder 
communities to provide these stakeholders assurances that the program behaves cor-
rectly. While this approach allows for the in-depth exploration of the behavior of a 
program under actual runtime conditions, testing results do not extrapolate. Thus, 
even if a program has been run successfully millions of times on different datasets, 
there is no assurance that it might not fail on the next test execution. Consequently 
testing is unable to offer the kinds of ironclad assurances of correct performance that 
are required by many stakeholders in software for critical applications. 

Static analysis approaches such as finite state verification [3] and model checking 
[1] can offer some kinds of more definitive assurances, however, and thus serve as a 
useful complement to dynamic testing. The static analysis approach makes it possible 
to prove that all possible executions of a program must necessarily always satisfy 
certain classes of properties. Typically these kinds of properties are modeled as se-
quences of events, often represented by finite state machines. Insofar as these proper-
ties are modeled by relatively accessible diagrams such as finite state machines, and 
anomalous execution sequences can be presented as statement execution traces, these 
kinds of analyses can provide relatively accessible evidence of correct program per-
formance to relatively broad classes of stakeholders. A principal drawback of this 
approach, however, is that the need to represent these properties by formalisms such 
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as finite state machines limits the kinds of properties for which it is useful. In particu-
lar these static analysis approaches are generally not useful in supporting demonstra-
tions that the program will always necessarily demonstrate the desired functional 
behavior.  

Especially in view of the foregoing, formal verification [2,4,7] occupies a very im-
portant position among the many approaches to reasoning about the behavior of  
programs. Formal verification can be used to prove that all possible executions of a 
program must necessarily always deliver specified functional behavior. Doing so, 
however, requires a considerable amount of effort and resources. The program to be 
formally verified must be written in a language whose semantics have been defined 
formally, the specified behavior must be defined in the form of formally specified 
assertions, and human verifiers are invariably required to create large numbers of 
proofs, each of which may be quite complex and must be meticulously reasoned. Be-
cause the reasoning process is complex and lengthy, errors of many kinds can be 
committed. The structure of lemmas to be proven may be flawed, the assertions essen-
tial to the statements of the lemmas may also be flawed, and the details of the actual 
proofs may be incorrect. All of these difficulties have in the past served as obstacles 
to the broader adoption of formal verification by practitioners, and to the accessibility 
of formal verification results by broader stakeholder communities. Novices, in partic-
ular, have all too often been daunted by the complexities of performing formal verifi-
cation. And the complexity of the work of formal verification experts has at times 
seemed to be beyond the grasp of some stakeholders, suggesting the desirability of 
additional forms of visibility into how the formal verification process was carried out. 
In both cases, the continued evolution of software systems creates additional difficul-
ties. Once modified in any way, a previously-verified program must be reverified. If 
modifications are minor and quarantined to a small program locality, the reverifica-
tion of the entire program may not be necessary. But it can be difficult to determine 
which reverifications are necessary, and which are not. Automated  
tool support can be quite useful in guiding both novices and experts to the correct 
determination.  

Especially since formal verification is employed most commonly to offer the most 
solid assurances of correct performance to the most demanding stakeholders, it then 
seems appropriate that these stakeholders have the most definitive assurances that the 
verification results are trustworthy. In large-scale industrial contexts, these assurances 
are often obtainable using verification assistants and checkers such as Isabelle [12]. 
But even in these contexts, the need to reverify software as it continues to evolve can 
lead to uncertainty about just which portions of which versions of a program have 
been subjected to which verification activities. In other contexts, especially where 
verification is done informally or by novices, these assurances are harder to obtain, 
and necessarily less reliable. 

A variety of directions have been taken in order to address the many difficulties in-
herent in formal verifications of programs. Of particular interest in the context of this 
event, we note that Futatsugi [5, 6] has suggested the value of verifying designs rather 
than code, inventing the notion of Proof Scores. Another approach has advocated the 
use of automated proof checkers and proof assistants to support humans in carrying 
out the formal verification process. The first tool to provide such support, a verifica-
tion assistant, was developed in 1969 by James King [8]. Many such systems have 
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been developed subsequently. Currently Isabelle/HOL [12] seems particularly popular 
and effective in supporting the verification process and the checking of needed proofs. 
It is important to note, however, that the participation of humans is typically essential, 
especially at the higher levels of lemma specification, and that considerable amounts 
of iteration and rework are typically required to successfully complete an entire for-
mal verification. Typically humans must create and place assertions, and guide the 
proof of many lemmas derived from the assertions and program code. As noted 
above, iteration is typically necessary, requiring and responding to assertion modifica-
tions, lemma regeneration, and proof defects. As also noted above, program evolution 
necessitates reverification that can be expedited by lemma reuse, but can also lead to 
configuration management issues leading to mistakenly thinking that an incorrect 
verification is correct. 

One approach to addressing these problems is to formally define formal verifica-
tion processes that incorporate specifications of these various kinds of iteration, and 
then to apply the various forms of reasoning just summarized to this process defini-
tion. In short, we advocate formally defining realistic iterative formal verification 
processes, and then applying dynamic testing, finite state verification, and other forms 
of analysis to such processes in order to generate analysis results that can lead to 
greater insight into these processes, and increased credence in the results they deliver. 
The purpose of this paper is to indicate that such formal definitions and analyses of 
formal verification processes are feasible, and should be increasingly important addi-
tions to the formal verification enterprise. To that end, this paper describes early work 
that is developing formal definitions of iterative formal verification processes such as 
Floyd’s Method. The paper presents one such process definition that has been written 
in a rigorously-defined process definition language. Because of the language’s seman-
tic definition in terms of a rigorous notation (in this case it is Finite State Machines) 
we are able to demonstrate the feasibility of applying rigorous analysis to these 
processes, thereby obtaining definitive analytic results. 

2 A Process-Centric View of Formal Verification 

A formal verification of a program is essentially a proof that all possible executions of 
the program must necessarily deliver functional results that are consistent with a spe-
cification. The program and a precise specification of desired functionality are taken 
as input to the verification process, and the desired result of the process is a proof of a 
theorem that the program meets its specification. The process of producing the proof 
consists of creating and then proving a carefully constructed set of lemmas. We will 
use Floyd’s Method of Inductive Assertions [4] as an example of an approach to for-
mal verification. 

2.1 Floyd’s Method of Inductive Assertions 

Floyd’s Method begins by creating a set of assertions, each of which is a statement 
that characterizes what should be true at a specific point in the execution of a  
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program. These assertions must then be placed so that every program loop is “broken” 
or “cut” by an assertion (i.e. every iteration of every loop in the program must neces-
sarily encounter at least one assertion). Initial and Final Assertions are also placed at 
the beginning and end of the program to capture the desired functional behavior of the 
program. The placement of these assertions assures that every possible execution of 
the program is a sequence of loop-free statement execution sequences, each of which 
is bounded at each end by an assertion. Because any program has a finite number of 
statements there are only a finite number of places where assertions can be positioned. 
Thus there are a finite number, N, of assertions placed in any program, and there can 
therefore be at most N2 pairs of assertions. Assuming that there are at most C different 
paths between any pair of adjacent assertions, then any execution of the program can 
be viewed as a sequence that consists of at most C*N2 different loop-free statement 
execution sequences that are bounded at each end by an assertion. Assuming that 
there are in fact L such different loop-free execution sequences (where L <= C*N2), 
then the essence of Floyd’s Method is to prove L lemmas, each of which consists of 
demonstrating that, assuming the assertion at the start of the loop-free execution se-
quence is true, the execution of the loop-free execution sequence then assures that the 
assertion at the end of the loop-free execution sequence must also be true. If all such 
lemmas can be proven, then by induction, for any possible program execution, the 
truth of the initial assertion guarantees the truth of the final assertion assuming that 
the execution of the program reaches the final assertion. The verification of the pro-
gram then requires a proof that the program must actually terminate.  

This elegant approach to reasoning about the functionality of a program provides 
an excellent intellectual framework for understanding and reasoning about a program. 
The need to be sure that the final assertion is implied by all of its possible predecessor 
assertions makes it imperative that all of these previous assertions address the real 
functional substance of the program (e.g. trivial assertions such as true = true ^ true 
will not help imply the final assertion). Thus there is strong pressure for intermediate 
assertions that are placed inside of loops to be specifications of the quintessential 
contribution that each loop iteration makes to the overall work of the program. As 
such, creating these so-called loop invariant assertions, or loop breakers, compels the 
human verifier to come to grips with the nature of the program being verified, and to 
develop a deep understanding of the program. This discipline is widely regarded as 
being of at least as much value and importance as the actual completed proof itself, 
suggesting that it is particularly important for novice programmers to understand and 
practice the discipline. One key motivation of the work described here is to suggest an 
approach to helping novices feel comfortable in carrying out formal verifications of 
their programs. 

2.2 Pragmatic Issues 

While the conceptual basis for Floyd’s Method is beautiful and elegant, the actual 
execution of the method is fraught with difficulties and perils. Ultimately the human 
verifier would like to either prove all of the lemmas, thereby verifying that the pro-
gram must always produce the correct functional results, or in failing to do so come to 
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the realization of the existence of a program error that must be fixed. But simply fail-
ing to be able to prove all lemmas may result from difficulties in performing the veri-
fication, rather than from the presence in the program of an error that must be fixed. 
Specifically, the following are some of the difficulties that a human verifier may en-
counter in performing the verification: 

•  An assertion may be incorrect or inadequate: As noted above, a loop invariant 
assertion must capture the essence of what each loop is quintessentially all about 
and what it contributes to the overall functioning of the program. All too often pro-
grammers have only a fuzzy grasp of this and may build loops whose actual func-
tioning lacks this sharp focus. In such cases, the verifier will understandably have 
difficulty in enunciating simple and elegant loop-breaker assertions. Sometimes 
this lack of clarity of purpose causes a loop indeed to be programmed incorrectly, 
but often it simply creates an intellectual challenge that requires the verifier to ite-
rate the specification of the loop invariant or modify the program code, seeking 
code and assertion that will suffice. Thus, lack of success in proving a needed 
lemma may well indicate ways in which a loop invariant specification may need 
improvement or code should be modified. When any code or assertion is changed, 
then it becomes necessary to repeat the proof of any previously-proven lemma that 
involved that assertion or code. 

•  An assertion may be positioned in the wrong place in the program: In a similar 
way, it may be the case that the verifier understands the essential nature of the per-
formance of a loop, but may position a needed loop invariant in a location where 
the specification of the invariant it not true under all circumstances. Here too fail-
ure to prove one or more lemmas may lead to a clearer understanding of where the 
assertion needs to be positioned. And here too, any change in the position of an as-
sertion requires that any lemma involving that assertion be reproven.  

• The proof of a lemma may be incorrect: The proof of a lemma requires that the 
contribution of every statement in the loop-free execution sequence be characte-
rized as a specific change that the execution of that statement makes to the overall 
state of the program’s execution. The statement’s contribution may be to change 
the value of one or more program variables, or the concurrency state of the pro-
gram, for example. The semantics of the language in which the program is written 
provide a template for determining the contribution of a statement, and the specif-
ics of each statement can then be used to elaborate the template into a precise and 
detailed specification of the contribution of the statement. Proving a lemma entails 
composing the contributions of each of the statements in the loop-free execution 
sequence, and proving that their combined behaviors must always cause the final 
assertion to be true, given that the initial assertion is true. Because the semantics of 
a typical programming language are defined using non-trivial mathematics, proofs 
of lemmas about programs written in such languages require good facility with 
such mathematics. Even a very minor error in inference can cause a verifier to in-
correctly conclude that a correct lemma is incorrect, or that an incorrect lemma is 
correct. Either of these errors invalidates the entire verification. Because of this, 
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proof checking tools are typically used to review the proofs of lemmas. If the proof 
of a lemma is found to be incorrect, the proof must be corrected.  

• The lemma may be correct, but too difficult for the verifier to prove: As noted 
above, a proof typically requires reasoning meticulously about the combined beha-
viors of all of a sequence of program statements. When the sequence of statements 
gets long, the combined behaviors of these statements can become quite complex, 
requiring the verifier to create a long and complex lemma. The very size and com-
plexity of the lemma may make the proof too difficult for the verifier to carry out. 
In such cases, the verifier may expedite the verification process by creating new 
assertions, modifying some of the existing assertions, moving the locations of 
some of the existing assertions, or modifying the underlying program to be veri-
fied. In each of these cases, the changes to assertions or to program statements will 
require reconsideration of the previously developed lemmas and proofs.  

The foregoing suggests why many novices may be daunted by the prospect of car-
rying out the formal verification of a program. But it also suggests the value of proac-
tive process guidance through the different kinds of iterations that may be necessary, 
and the prospect that such guidance could increase the accessibility and appeal of 
formal verification to novices. In particular, because the formal verification of a pro-
gram is likely to require a considerable amount of trial and error, leading to a consi-
derable amount of iteration, guidance through these iterations could be of considera-
ble value. Some iteration might be minor, requiring only a minor modification to a 
slightly flawed proof of a single lemma. But some iteration, such as the need to modi-
fy an assertion that is a part of several different lemmas, may require a very consider-
able amount of effort. In cases where considerable effort seems required, it is reason-
able for the verifier to think carefully about which lemmas need to be reproven, and 
which need not be reproven. In the case of lemmas to be reproven, it is reasonable for 
the verifier to seek to reuse as much of the previous proof as possible. All of this rea-
soning is error-prone and can lead to the incorporation into the final set of lemmas of 
one or more lemmas whose correctness might be incorrectly assumed, leading to an 
incorrect verification. Therefore, proactive support for reasoning about he reuse of 
lemmas would be of great value to the verifier.  

Documentation of the reasoning about lemma reuse can also be of considerable 
value to stakeholders. The possibility that a formal verification of a program is incor-
rect should be a concern for all of the stakeholders of that program. All of these 
stakeholders should be insistent upon having access to evidence that the verification 
has indeed delivered correct results. Among the kinds of stakeholders that should 
have this concern and should require such evidence are: 

• Customers who have paid for the program and should expect that they are receiv-
ing what they have paid for. 

• Users who need the functionality that has been promised. 
• Innocent bystanders (e.g. passengers on a software-guided airplane) whose safety 

might be jeopardized by software that performs in an incorrect and/or unsafe way. 
• Developers whose pride and professional reputations derive from their demonstrat-

ed ability to create software that meets the needs of stakeholders. 
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There are some differences in the ways in which the needs of these different stake-
holders should be met. But all are seeking assurances that the process by which the 
formal verification of the program was carried out is itself correct, and was carried out 
correctly. Our view is that these assurances can be derived from appropriate examina-
tions of a sufficiently precise and detailed definition of the formal verification 
process, and of a sufficiently precise and detailed history its execution. Thus, for ex-
ample, it would be important to be able to show definitive evidence that a proof 
checker has been run on each of the lemmas. And to show that none of the assertions 
or code involved in a lemma that is incorporated as part of a final program verifica-
tion has been modified subsequent to the running of a check of its proof. As noted 
above, automated tool systems such as Isabelle can help to provide these kinds of 
evidence. But as a less expensive and more accessible alternative, an appropriately 
complete and detailed definition of the formal verification process could be used to 
provide some of these forms of evidence as well. Moreover, a trace of the execution 
of the process could provide evidence that all proofs were indeed checked, and no 
changes were made subsequently. Human verifiers’ efforts could be augmented by 
such a process if the process were to specify that the human verifier could not declare 
the program to be verified until and unless all lemmas were proof-checked. These 
examples suggest ways in which an appropriate formal verification process definition 
could be used to provide desired assurances of different kinds to different stakeholder 
groups. 

3 An Example Formalization of a Formal Verification Process 

To demonstrate the feasibility of creating a formal definition of a formal verification 
process, we now use Little-JIL, a semantically well-defined language [13,14], to de-
fine precisely and in some detail Floyd’s Method of Inductive Assertions. We have 
chosen to use Little-JIL as the vehicle for the definition of this process for a number 
of reasons. First, the semantic scope of Little-JIL seems particularly well-matched to 
the needs of an iteration-intensive formal verification process definition in that Little-
JIL provides particularly strong support for such features as abstraction, exception 
management, rigorously-defined artifact flow, and human choice, all of which seem 
to be important in formal verification processes. Thus, for example, Petri Nets seem 
particularly poorly suited to the concise specification of such processes in that they 
lack strong features for modeling artifacts and their flow, and are particularly clumsy 
in dealing with exception management. In their lack of hierarchical structure they 
make it hard to deal with abstraction. Other specification languages have other pat-
terns of weakness in specifying these critical features of iteration-intensive formal 
verification processes. 

3.1 About Little-JIL 

We now provide some minimal level of details about the Little-JIL language. More 
complete details about the language can be found in [13] and will also be introduced 
in the context of our explanation of the definition of Floyd’s Method. Little-JIL is a 
visual language, depicting processes as hierarchies of steps. But Little-JIL is also 
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semantically well-defined, with its semantics being based upon finite state machines. 
The semantics are sufficiently strongly defined to support the execution of processes 
defined in Little-JIL. A presentation of the finite state machines used to define Little-
JIL semantics is well beyond the scope of this paper. But these finite state machine 
definitions have been used to support various forms of reasoning about processes 
from many diverse domains that have been defined in Little-JIL. In this section we 
build upon that process reasoning experience to apply it to reasoning about formal 
verification processes. 

A Little-JIL process definition looks initially somewhat like a task decomposition 
graph, in which processes are decomposed hierarchically into steps, with the order of 
execution of child steps being specified by the parent. Steps can be thought of as pro-
cedures, especially in that they incorporate specifications of argument flow. When a 
Little-JIL process definition is executed, its various steps are elaborated at run time 
into step instances. 

Figure 1 is a visualization of a step, where the black bar represents the step. Little-
JIL steps are connected to each other with edges that represent both hierarchical de-
composition and artifact flow. These edges are shown emanating from the left side of 
the step bar in Figure 1. The left side of a non-leaf step bar contains an iconic repre-
sentation of the order in which the step’s substeps are to be executed. Little-JIL  
incorporates four different step execution sequencing specifications: sequential (indi-
cated by a right facing arrow), which specifies that substeps are to executed sequen-
tially from left to right; parallel (indicated by an = sign), which specifies fork-and-join 
for its substeps; choice (indicated by a circle slashed through the middle), which spe-
cifies that only one of the step’s substeps is to be executed, with the choice being 
made by the parent step; and try (indicated by a right facing arrow with an X on its 
tail), which specifies that the step’s substeps are to be executed in left-to-right order 
until one of them succeeds by failing to throw an exception.  

 
 

 

Fig. 1. A visualization of a Little-JIL step showing its key semantic features 
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Each step definition contains an interface specification, represented in Figure 1 by 
the small blue ball over the step bar. The interface specification consists of a specifi-
cation of the step’s arguments and its resource requirements. An argument specifica-
tion incorporates both type information and information about whether the argument 
is an input, an output, or both. Step invocation parameter-passing semantics are essen-
tially copy-and-restore. A step’s resource requirement specification details the types 
of resources needed in order to perform the task associated with that step. In Little-
JIL, moreover, one resource is always designated as the step’s agent, namely the  
resource responsible for the performance of the step. Thus, for example, in Floyd’s 
Method, the agent for a step such as the specification of a loop invariant would be a 
human, but the agent for a step that checks the details of a proof would probably be an 
automated proof-checker.  

Exception handling is a particularly strong and important feature of Little-JIL. 
Steps can be preceded by a prerequisite check (indicated by a green triangle to the left 
of the step bar in Figure 1) and followed by a postrequisite check (indicated by a red 
triangle to the right of the step bar in Figure 1). Each of these can represent an entire 
step structure that evaluates to true or false. If a requisite evaluates to false then an 
exception is thrown. The agent for a step can also throw an exception during the ex-
ecution of the step. Exceptions are typed objects, and are handled by handlers for that 
exception type that are above the step that has thrown the exception in the step de-
composition hierarchy. Every step can contain one or more exception handlers, each 
of which may itself be an entire step hierarchy. A step’s exception handlers are at-
tached to the step by edges that emanate from the right side of the step bar. When a 
step contains exception handlers, a red X appears inside the right side of the step bar. 
Non-leaf steps are sometimes introduced into the step hierarchy specifically for the 
purpose of creating a scope of applicability for a particular exception handler. Little-
JIL’s exception management facilities seem particularly well suited to support the 
clear and concise specification of various kinds of iteration that must occur in realistic 
formal verification activities. 

3.2 A Little-JIL Definition of Floyd’s Method 

Figure 2 depicts a Little-JIL definition of Floyd’s Method. As might be expected, the 
process consists, at the highest level of abstraction (represented by the substeps of the 
root step in Figure 2), of sequential execution (indicated by the right-facing arrow in 
Floyds Method, the root step) of Define and Place Initial and Final Assertions, a step 
to create and place all needed assertions, then Define and Place All Invariants, a step 
to create all of the needed loop-breaker invariants, Create Lemmas, a step to build all 
of the lemmas whose proofs are needed to complete the formal verification of the 
program, Prove Lemmas, a step to actually carry out the proofs of all of the lemmas, 
and then Prove Program Termination, a step to prove that program execution must 
terminate.  

While these top level steps capture the nominal process of performing Floyd’s Me-
thod, our process is designed to support the actual process that a verifier most typical-
ly goes through, including the recovery from errors and speculative approaches that 
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do not work out, and supporting verifiers’ efforts to determine when such recoveries 
are need, and how to carry out the recoveries. In the lower levels of this process defi-
nition we will show some examples of such error detection and recovery. At the top 
level, though, we can already see such an example. Hanging from the right end of the 
step bar of the root step, Floyds Method, is an exception handler that shows that the 
entire Floyds Method process will be reexecuted in response to an appropriately typed 
exception thrown at any time during the execution of the process. This presumably 
would happen in response to a realization that the execution of the process has be-
come hopelessly entangled (we shall see shortly how easily this can happen). In this 
case the process definition specifies that the hopelessly entangled verification process 
execution will be abandoned and the entire Floyds Method process will be restarted. 
We note that the reinvocation of Floyds Method is essentially a recursion, indicating 
that the new process invocation takes place in the context created by this exception 
handler, where that context (communicated perhaps through arguments thrown with 
the exception) may incorporate important information about what has been tried pre-
viously and why it has not worked out well. Other examples of exception manage-
ment will be shown in the elaboration of the top level steps that we address now. 

To provide further examples of the power of our process definition to describe and 
guide the details of a realistic performance of Floyd’s Method, we now describe ela-
borations of some top level steps, starting with Define and Place All Invariants. This 
step is an iteration over all of the invariants needed to support the complete proof.  

 
 

 

Fig. 2. An Example of a Little-JIL definition of a process for performing Floyd’s Method of 
Inductive Assertions 
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The iteration is indicated by the annotation invariants+ positioned on the edge  
between Define and Place All Invariants and Define and Place an Invariant. The 
invariants+ annotation on the edge indicates that the lower level step is to be instan-
tiated one or more times (the Kleene +), once for each invariant that the verifier wish-
es to create. The lower level step, Define and Place an Invariant, is decomposed into 
two further substeps, namely the defining of the invariant and the placement of the  
invariant in the program source text. Following performance of the iterative definition 
and placement of all invariants, is a substep of Define and Place All Invariants, Check 
for All Loops Broken, that is imbedded in the process here to assure that enough inva-
riants have been created and that they have been appropriately placed. It is expected 
that this step is to be executed by some kind of automated tool, and that can be speci-
fied as part of the Little-JIL definition of this process, although this visualization of 
the definition does not include that annotation in order to reduce visual clutter. If the 
checking to assure that all loops are broken by an assertion reveals that this critical 
requirement has not been met, then the checker will throw an appropriately typed 
exception. This exception is to be handled by the Define and Place All Invariants 
step, which consists of reinvoking Define and Place All Invariants. Here too, this is a 
recursive invocation of the step in which the new execution context will presumably 
contain information about the cause of the exception, most likely a specification of all 
of the loops that have not yet been broken. This information would presumably be of 
considerable value to the verifier in identifying just where additional assertions are 
needed. As the entire Define and Place All Invariants step is reinstantiated, however, 
the verifier will in this case also be free to edit, remove, or replace any existing asser-
tions. The reinstantiations of the Define and Place All Invariants step will continue 
until checking confirms that all loops have been broken. 

The elaboration of the Prove Lemmas step incorporates other interesting details. 
Prove Lemmas is also an iteration whose nature is specified by the lemmas+ annota-
tion on the edge from Prove Lemmas to its substep, Prove a Lemma, which will be 
instantiated once for each of the lemmas to be proven. The list of lemmas to be prov-
en will have been generated by Create Lemmas, the immediate predecessor sibling of 
Prove Lemmas, and then passed as an argument from Create Lemmas to Prove Lem-
mas. Prove a Lemma consists of the sequential execution of Assume Preconditions 
and then Construct Proof. Certainly most of the time and effort in verification is spent 
in the Construct Proof step, which we do not elaborate here. This is the heart of pro-
gram verification, and is often a highly creative activity. Some guidance in how to 
carry out that activity could be provided by elaborations of this Little-JIL step, per-
haps emphasizing the details of how humans and proof assistants might collaborate. 
Thus, further elaboration of this step would seem to be particularly important if this 
process is to be used to train and support formal verification novices. Elaborations of 
this kind will be pursued in future work on this ongoing project. 

To see how this process definition does help support assurance about the correct-
ness of the proof, note that the Construct Proof step has a postrequisite, presumably 
(but not necessarily) carried out by an automated proof checker, whose job is to con-
firm that what has been created is indeed a valid proof of the lemma. If the postrequi-
site determines that the proof is not valid, then two different exceptions might be 
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thrown. One exception, suggesting a defect in the proof, would be handled by the 
Prove a Lemma step, and would cause the Prove the Lemma step to be reinvoked 
recursively thereby causing the verifier to examine the report of the defect in the 
proof thereby expediting the process of correcting the defect. 

The postrequisite in this definition is also able to throw a different exception, this 
one to be handled by Handle Unsuccessful Proof Attempt, an exception handler at-
tached to the higher level Prove Lemmas step. Handle Unsuccessful Proof Attempt is 
to be thrown when a failed proof attempt has indicated that there is a more fundamen-
tal problem with the verification. It is not uncommon, for example, for an assertion to 
have been incorrectly stated, or inconveniently placed, or indeed for the program that 
is being verified to contain a defect (a principal reason for doing the verification). 
Each of these three possible difficulties is to be addressed by a different substep of 
Make Needed Changes, the first substep of Handle Unsuccessful Proof Attempt. Make 
Needed Changes, is defined to be a choice step, indicating that the verifier is free to 
choose whichever of its three substeps (each supporting a different kind of change) is 
to be performed. Of particular note is the fact that the edge from Handle Unsuccessful 
Proof Attempt to Make Needed Changes, is annotated with a Kleene *, indicating that 
this step can be instantiated as many times as the verifier might wish, in order to sup-
port the possibility that the verifier may need to make more than one change (e.g. 
perhaps to modify more than one assertion, and perhaps also change some program 
source text). Regardless of the number of instantiations of Make Needed Changes, the 
process next mandates that Create Lemmas and Prove Lemmas be executed next. The 
reexecution of Create Lemmas is to assure that all lemmas continue to be consistent 
with the current set of loop-breaker assertions (some of which might have been 
changed during the execution of Make Needed Changes). The reexecution of Prove 
Lemmas requires that all lemmas be proven. In cases where neither the assertions nor 
code have been changed, the proof would not need to be modified, and the postcondi-
tion on Construct Proof would reconfirm the validity of the previous proof. In other 
cases, Prove a Lemma would entail creating a new proof, and would require the suc-
cessful execution of the Construct Proof postcondition. Failure of the postcondition 
would cause the throwing of an exception and might cause another recursive invoca-
tion of Prove Lemmas.  

It is clear that continued recursive invocations of this step, perhaps multiple times 
in response to multiple postcondition failures, can create a situation in which several 
different proof failures are being investigated and corrected essentially simultaneous-
ly, perhaps even in ways where progress in addressing one difficulty creates new 
difficulties for other proof correction activities. All of this creates a potentially very 
confusing environment for the human verifier. Little-JIL’s hierarchical structure, and 
its ability to support recursive invocations, each of which can carry considerable 
amounts of contextual information, seems to have the clear potential to provide guid-
ance that could be very useful to the verifier in this sort of complex situation. Still, 
however, it is not hard to envisage situations in which there are so many recursive 
reconsiderations of so many lemmas that the verifier might feel it is best to simply 
start all over again. In that case, this process definition supports the ability of the hu-
man verifier to throw the exception this is handled by the top level Floyds Method 
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step, causing the entire process to be started anew (although still in a context that 
might make information about the previous verification attempts available). 

4 Analysis of a Formal Verification Processes 

As noted above, we feel that it is not sufficient only to verify a program, but that it is 
also important to be able to provide to stakeholders (including the human verifier—
especially a novice human verifier) credible evidence that the program has indeed 
been verified, and verified correctly. In this section we demonstrate how a formal 
definition of a formal verification process such as the one just presented can be effec-
tive in supporting the creation of such evidence. To provide some initial examples, we 
suggest some fundamental assurances are that: all loops have been shown to have 
been broken by at least one assertion, that all necessary lemmas have been created, 
that each lemma is stated based upon the most recently created assertions and current 
code, and that each lemma that has been verified is indeed a lemma based upon cur-
rent assertions and code. The nominal execution of Floyd’s Method as a straight un-
iterated sequence of the top level substeps of Floyds Method makes it clear that a 
verification cannot terminate until and unless all lemmas have been created and prov-
en. But experience suggests that the verification of a real program is almost never as 
simple as following that nominal uniterated straight path, because errors in creating 
assertions, placing them, creating lemmas and (especially) proving lemmas success-
fully are to be expected, necessitating backtracking, and iterations of various kinds. 
As noted above, all of these difficulties are further complicated when reverifying a 
program that has been modified. In such a case some assertions, lemmas, and proofs 
can be reused, but others cannot. We suggest that proactive process support can be 
quite useful both to verifiers and other stakeholders, in providing guidance about 
which assertions, lemmas, and proofs are safe to reuse and which are not. The exam-
ple process presented above is a suggestion of one way in which needed backtracking 
and iteration might be organized systematically, hopefully providing structure and 
artful integration of automated tools that can be of real assistance to a human verifier, 
especially a novice human verifier. But this process definition also makes it clear that 
the specification of backtracking and iteration also make it more difficult to be sure 
that all needed lemmas have been created and then proven successfully, with no 
changes to any assertions or program text taking place between the conclusion of all 
of these proofs and the end of the execution of this process.  

In earlier work we have argued that a process that is defined in a rigorously speci-
fied language can be thought of as a kind of software that is, in particular, amenable 
to analysis using existing software analysis approaches, such as testing, static analy-
sis, and formal verification [9,10]. That suggests to us that it should be possible to 
apply these kinds of analyses to formally defined formal verification process defini-
tions such as the one presented above in order to produce assurances to stakeholders 
of the correctness, and the correct execution, of such processes. 

We begin by observing that the executability of a Little-JIL process supports the 
ability to do dynamic analyses of executions of the process. Little-JIL processes are 
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executed using a system, Juliette [14], that assures that steps are executed in orders 
that are consistent with Little-JIL semantics, and that arguments are correctly col-
lected from completed steps and delivered to steps that are defined to be their users. 
Juliette also delivers to agents, both human and automated, the work that they have 
been assigned as per the specifications in the process definition. These work assign-
ments are delivered to the agendas of the agents, who signal the completion of as-
signed work by making appropriate annotations to their agendas. Clearly the history 
of inputs received, assignments of steps to agents, the completion statuses of those 
steps, and the values of artifacts both consumed and generated, comprises an articu-
late record of how the process has been executed for any given input program. This 
record, generated in the form of a Data Derivation Graph (DDG) [11], seems to be an 
excellent basis for reasoning about whether key properties have been adhered to by 
any execution of the process. Thus, for example, if we wish to be sure that all lemmas 
have been proven successfully and correctly, we should be able to verify this by ex-
amining the DDG to see that no changes have been made either to a lemma’s asser-
tions, or to the lemma’s code subsequent to the last successful verification of that 
lemma, and prior to the completion of the execution of the entire process. By confirm-
ing that this is indeed the case for each lemma, we then confirm that all of the compo-
nent parts of the verification have been proven. If the postcondition of the Construct 
Proof step has been executed by an automated proof checker, then this will be observ-
able from an examination of the DDG, and reportable as part of the assurances pro-
vided to stakeholders. 

As is the case with other kinds of software, however, this sort of dynamic analysis 
of a single formal verification process execution may provide useful assurance about 
the trustworthiness of a single verification, but provides no assurances about any other 
verification process execution. More generally, in addition to knowing that a single 
verification has satisfied some key properties, it is also quite important to know that 
any verification that follows the same process must also always satisfy these key 
properties. Thus, we believe it is important to be able to analyze a given formal verifi-
cation process definition to verify properties such as that all lemmas have been proven 
correctly prior to the termination of the verification process. This can be done by ap-
plying finite state verification [3] to a rigorously defined verification process specifi-
cation such as the one just presented. As an example, we indicate how this property 
can be verified for the specific process shown in Figure 2.  

A finite state verification of the property that all lemmas have been successfully 
proven before the process terminates should be based upon analysis of a flow graph 
derived from the Little-JIL process definition. Because Little-JIL’s semantics are 
rigorously defined based upon finite state machines, such a flowgraph can be auto-
matically generated (and indeed we have developed a tool for automatically generat-
ing such process definitions into the Bandera intermediate representation, which  
incorporates all needed data and control flow information [3]). The verification of this 
property then entails verifying that no modifications to a lemma’s statement or to the 
program text used by the lemma can occur between the end node of the process flow-
graph and the most immediately proximate prior successful execution of the proof 
checker’s confirmation of the correctness of the proof. An informal inspection of the 
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process definition strongly supports a surmise that this is the case, as the termination 
of the execution of the process occurs only after the successful completion of the 
Prove Lemmas step (regardless of how many times this step might have been called 
recursively), and the successful completion of the Prove Lemmas step occurs only 
after all of the proofs of the individual lemmas have been confirmed as being correct.  

Certainly, however, this informal argument should be supplanted by a rigorous 
proof of the consistency of the process with this property. To cite a specific sugges-
tive reason, suppose that the Create Lemmas step had been omitted from the list of 
children of the Handle Unsuccessful Proof Attempt exception handler step. If that 
were the case, it might then be possible that the Define and Place All Invariants step 
might have been performed as part of the response to an unsuccessful proof attempt, 
thereby potentially necessitating the modification of some prior lemma statements. 
But, with the Create Lemmas step missing, the process now no longer assures that 
those new lemmas would be created, and thus does not assure that the needed new 
proofs would be completed. Determining whether the needed proofs have been cor-
rectly created and proven would have to be determined based upon a careful analysis 
that included precise specification of the flow of arguments between these process 
steps. Certainly this is eminently possible, based upon the semantics of Little-JIL. But 
the purpose of this thought-exercise is to suggest that just this kind of careful and 
precise mathematically sound static analysis of processes such as this one is neces-
sary—but possible. Similar kinds of concerns about the soundness of a proof arise in 
being sure that a reverification has not relied upon lemmas that are no longer valid, or 
upon lemmas that have been incorrectly constructed using assertions that are no long-
er valid. 

Indeed, going a step further, the kind of analysis that is probably of most value is a 
full formal verification of this formal verification process definition. We suggest that 
it is not only possible, but actually highly desirable, to apply Floyd’s Method to the 
verification that this process for the performance of Floyd’s Method necessarily al-
ways produces a correct outcome. Thus, for example, we would like to use Floyd’s 
Method to verify formally that all lemmas needed for a verification have been created 
correctly, and that every one of these lemmas has been proven correctly. Doing this 
requires, obviously, the creation of at least one loop-breaking invariant assertion for 
each of the loops in our process definition. As in the case of the verification of any 
other kind of program, this requires a firm understanding of the essential goals and 
natures of each of the loops, which is perhaps the most valuable product of any verifi-
cation effort. In the case of the iteration in the Prove Lemmas step, for example, a 
component of the needed invariant would certainly have to assert that at the end of the 
ith iteration all lemmas up to and including lemmai have been proven successfully.  

We have not, at present, undertaken the formal verification of a formal verification 
process, as this work is currently ongoing. But we expect that the somewhat intricate 
structure of exceptions and exception handling in this example verification process 
might make the proof of all needed lemmas difficult, perhaps suggesting the advisa-
bility of creating a more straightforwardly understandable and provable process.  
This is very much in line with what our community has learned about the value of 
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verifying programs, namely that proof attempts often lead to the kinds of deeper un-
derstandings that point the way to useful simplifications.  

The fact that program verifications currently are often carried out (e.g. by novices 
or those having to work in environments that lack powerful proof assistant tools) 
without benefit of a formally defined process to guide them raises the risk that re-
ported successes in verification may not be supportable by acceptably rigorous argu-
ments and acceptably definitive evidence. The example we have just presented makes 
it clear that the expectable need to incorporate various kinds of iteration and rework 
into real verification processes can make it difficult to assemble such rigorous and 
definitive evidence. To address this worrisome problem this paper has suggested an 
approach that should seem quite natural to those who have developed the admirable 
science and technology of testing, analysis, and verification. 

5 Conclusions 

We have argued that it is quite important to be able to assure all stakeholders that a 
formal verification of a program has been carried out correctly. This seems particular-
ly important in consideration of the fact that formal verifications typically entail  
extensive amounts of rework and iteration that can raise doubts about whether all 
necessary lemmas have really been generated and proven. We have then demonstrated 
that the process of performing just such an iteration-intensive formal verification can 
be defined precisely in a rigorously defined process definition language. We then 
indicated how classical dynamic, static, and formal verification approaches can be 
applied to such a process definition thereby creating the kinds of assurances of verifi-
cation correctness that should be desired by stakeholders. But our work is still in a 
relatively early stage, and so in this paper we describe the application of these analy-
sis approaches to only one specific desirable property. Future work must address far 
more properties. 

In addition, this paper has suggested the applicability of only a few analysis ap-
proaches. But in future work it seems useful to consider how to apply other approach-
es. For example, dynamic monitoring could be used to help identify proof bottlenecks 
and sticking points and to suggest possible approaches to resolving such problems, 
perhaps aided by the results of automated proof assistants that might be automatically 
invoked. Moreover, timing analyses might be carried out as well to attempt to project 
the amount of time needed to complete a verification. Most important, perhaps, is this 
paper’s suggestion that formal verification has applicability to more than just pro-
grams, but also is a valuable technology to apply to processes as well, even the 
processes that should be used to carry out formal verification. 
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